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e 1st Exam on Oct. 30th, (10:10AM - 1:00 PM, Friday), covering Chap. 1 and Chap. 2.

e Assignment: for the Quiz on Oct. 28th

1. Let V be a vector space, and let 7 : V — V be linear. A subspace W of V is said to be T-invariant if 7'(X) ew
for every x € W, that is 7—(W) C W. Now, V is a n-dimensional vector space, and YW has dimension k. Show that
there is a basis 8 for V such that [T]ﬁ has the form
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where A is a k x k matrix and O is the (n — k) x k zero matrix.
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2. Let V and W are vector space, and let S be a subset of V. Define S° = {7 € L(V,W); T (z) = 0 for all z € S}.
Prove that S is a subspace of L(V, W).

3. Leg g(x) =3+ x. Let 7 : Po(R) — P»(R) and U : P2(R) — R? be the linear transformations respectively defined
by
T(f(@) = f'(2) g(z) +2f(x), (2)
U(a + bz + cz®) = (a+ b, c,a — b). (3)
Let 8 and 7 be the standard ordered bases of P»(R) and R3, respectively.
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(a) Comput [U]B7 ['TL;, and [Z/{T]ﬁ.
(b) Let h(x) = 3 — 2z + 2. Compute [h(x)]; and [Z;{(h(:v))] .
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4. Let A and B be n x n matrices. Recall the trace of A is defined by

tr(A) = Ay (4)

Prove that tr(AB) = tr(BA) and tr(i) = tr(A?).



From Scratch !!

Definition: A function 7 : V — W is called Linear Transformation from V to W if, for all Z, € V and ¢ € F, we have
T(cZ+§) =T (@) + T (@) (5)

Theorem 2.3 (Dimension Theorem):

nullity (7)) + rank(7) = dim(V) (6)

Definition: ordered basis, standard ordered basis, coordinate vectors
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[Z]s =lz)s = [ - (7)
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Matrix representation of 7 in the ordered bases 8 and 7:
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Theorem 2.7: Let 7’,2;1 : YV — W be linear, then for all a € F, a7 +U is linear.

Definition: £(V, W) denotes the vector space of all linear transformation from V into W
T 1Y =17 1Y =17 =17
Theorem 2.8: [’TJrZ/I}B = [T}ﬁ + [Z/{}ﬁ and [aT]B =a [T];a

Section 2.3: Composition of Linear Transformations and Matrix Multipplication
Theorem 2.9: Let 7 : V — W and ,LA{ : W — Z be linear, then for UT :V — Z is linear.
Theorem 2.10: Let 7,u,Us € £(V), then

1. 7:(2;11 +a2) =Tl + Tlho.

2. T(Uhih) = (TU)Us.

3.7T=1T=T.

4. a(Uhil) = (alh)Us = Us (alls).

Let A be an m x n matrix and B be an n x p matrix. The product of A and E, denoted as ﬁ, to be the m X p matrix
such that

(AB)ij =Y Aj By, for 1<i<m, 1<j<p. 9)
k=1
A 17 148
Theorem 2.11: [U’T]a = [Z/I]B [T]a
Kronecker delta
I I
5”{0, if Qg (10)
Identity matrix ?n, (?n),] = dij.
Theorem 2.12:
1. AB+C) = AB+AC
2 a(ﬁ) = (ai)? = i(aﬁ)
3 ?mi - im><n - En
Theorem 2.13: Column Vectors
(AB)1; (B
(AB)2; | B2y B
0 = : =A : = A4 (11)
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