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Abstract. This paper presents a new synthesis method for designing
complex fiber Bragg gratings �FBGs�. The method is based on a multi-
objective Lagrange-multiplier-constrained optimization �LMCO�, to which
various constraints on the designed filters can be added in consideration
of practical application demands and fabrication requirements. The maxi-
mum amplitude of the index modulation profiles of the designed FBGs
can be substantially reduced under constrained conditions. In contrast
with the layer-peeling �LP� algorithm, the LMCO method can easily in-
corporate different types of requirements in terms of a user-defined cost
function. Compared to stochastic approaches such as genetic algo-
rithms, the proposed method is likewise a direct optimization method, but
without using random numbers, and therefore has a smoother coupling
coefficient profile as well as faster convergence. A theoretical model and
investigation have been made in this study. A narrowband dispersionless
FBG filter for optical fiber communication was designed, and its simula-
tion results were compared with those of the LP algorithm. The study
results demonstrate that the LMCO algorithm can provide an alternative
for practical and complex fiber grating filters. © 2008 Society of Photo-Optical
Instrumentation Engineers. �DOI: 10.1117/1.2835461�

Subject terms: dispersionless fiber Bragg gratings �FBGs�; Lagrange-multiplier-
constrained optimization �LMCO�; grating synthesis.
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Introduction

iber Bragg gratings �FBGs� are essential optical devices
oth for fiber communications and for sensor applications
ecause of their ability to act as powerful narrowband fil-
ers, optical add-drop multiplexers, dispersion compensa-
ors, and cavity mirrors in fiber lasers.1 In this connection,
he inverse design problems of designing fiber Bragg grat-
ngs have attracted many researchers in the field of fiber
ptics.2–18 The complicated inverse problem amounts to
nding the grating structure �amplitude only or amplitude
nd phase� from a specified, complex spectrum. In the lit-
rature, the layer-peeling �LP� inverse scattering method2–9

as been widely used as a powerful tool for designing com-
lex FBGs, especially dispersionless FBGs. By the LP
ethod, one can find the grating structure from a given

eflection spectrum simply by propagating the fields along
he grating structure, while simultaneously evaluating the
rating strength using a causality argument.

Although in theory dispersionless FBGs with sharp re-
ectivity edges and required dispersion characteristics can
e inversely synthesized by using the LP algorithm, in
ractice there are still a number of disadvantages in design-
ng a high-standard dispersionless FBG filter by using this
ethod. In particular, the required grating length is typi-

ally too long for a narrowband filter, and the synthesized
patial grating profile is too complicated, with no flexibility
091-3286/2008/$25.00 © 2008 SPIE
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of design. These disadvantages have severely limited the
practical application of the devices. In 2003, however, an
LP-based two-stage design approach was presented for de-
signing dispersionless FBGs with shorter grating length for
practical applications.17

In addition to the preceding methods, different Monte
Carlo optimization approaches �Tabu search, genetic algo-
rithms, and evolutionary algorithms�15–18 have been applied
to synthesize low-dispersion �linear phase� FBGs according
to the mentioned specifications. In this study, a new,
optimization-based approach for synthesizing narrowband
dispersionless FBGs for fiber communications was investi-
gated. The approach is based on a simple and direct algo-
rithm, Lagrange-multiplier-constrained optimization
�LMCO�. The LMCO method has been proved to be very
useful in designing optical pulse shapes to achieve various
goals.19–21 Recently, the LMCO optimization algorithm has
been used for designing multichannel FBGs �MCFBGs� for
dense wavelength-division multiplexing.14

In the present study, the proposed algorithm was further
extended in such a way that it could handle synthesis prob-
lems involving multiobjective optimization with not only
the reflection power spectrum having to be optimized but
also the phase of the designed FBG filter. This is particu-
larly important in designing narrowband dispersionless
FBGs for which both the reflectivity in the whole spectrum
and the in-band dispersion spectrum have to meet a re-
quired performance. In general, and in contrast with the LP

algorithm, the proposed method can easily incorporate vari-

January 2008/Vol. 47�1�1



o
c
i
b
w
w
t
i
T
t
a

t
a
s
t
v
c
r
e
l
a

t
d
t
s
r
4
a

2

T
m

w
b
w
r
d
t
d
t
R
t

Lee, Lee, and Kao: Lagrange-multiplier-constrained optimization…

O

us constraints on the designed devices for practical appli-
ations. Compared to Monte Carlo approaches, this method
s a direct synthesis method that does not use random num-
ers and thus has a smoother coupling coefficient profile as
ell as faster convergence. Moreover, by varying the
eighting parameters according to a user-defined cost func-

ion, the maximum index modulation of the designed grat-
ngs can be controlled to meet fabrication requirements.
herefore, in this study, the proposed algorithm also took

he phase parameters of the designed filters into consider-
tion.

The main aim of the present work has been to construct
he theoretical framework and demonstrate the suitability
nd advantages of this method for advanced FBG filter de-
ign. In the study, a complete mathematical theory for mul-
itarget optimal FBGs was obtained with the additional ad-
antage of reducing the index modulation. The
onvergence rate was fast and direct for the LMCO algo-
ithms compared to the stochastic approach. This is, appar-
ntly, the first demonstration that the design of dispersion-
ess FBGs using the LMCO multitarget optimization
pproach can indeed be achieved.

The organization of this paper is as follows: In Sec. 2,
he theoretical formulas of the LMCO algorithm for the
esign of dispersionless FBGs are presented. Section 3 con-
ains numerical results and comparisons with alternative
ynthesis methods �for example, the layer-peeling algo-
ithm�, and finally, the main conclusions are drawn in Sec.
. The detailed derivation of the formulations for LMCO
lgorithm is presented in an appendix �Sec. 5�.

Lagrange-Multiplier-Constrained Optimization
Algorithm for Designing Dispersionless
FBGs

he LMCO algorithm is based on the well-known coupled-
ode equations for FBGs,1

dR�z�
dz

= i� · R�Z� + i��z�S�z� ,

dS�z�
dz

= i� · S�Z� − i�*�z�R�z� , �1�

here the amplitudes R and S are the forward- and
ackward-mode amplitudes, �=��2n0 /�−1 /�� is the
avelength detuning, and � is the grating period. The pa-

ameter ��z�=�� �n�z� is the designed coupling-coefficient
istribution function with �n�z� the index modulation of
he gratings. The main idea of the LMCO method is to
efine an objective function to be minimized with respect
o R and S. For the convenience of variation with respect to

and S in dispersionless FBG design, the objective func-

ion has to be defined as follows:
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� =
1

2
�

−	

	

�r��� − rd����2 d� +



2
�

0

L

���z��2 dz

+
�

2
�

−	

	

rd��� · ����� − �d����2 d� , �2�

where r���= ������2= �S�0� /R�0��2 is the reflection power
spectrum, ���� is the reflection coefficient, ��z� is the
coupling-coefficient profile, L is the total length of the grat-
ing, and 
 and � are the positive numbers acting as weight-
ing parameters for the constraint control. In Eq. �2�, the
deviations from the reflection power �r���� and targeted
reflection power �rd���� spectrum are integrated over all
spectral points. The phase in the stop band is the only quan-
tity that needs to be taken into consideration; the deviations
from the reflection coefficient ������ and the targeted re-
flection coefficient ��d���� spectra are needed to multiply
with the targeted reflection power rd���= ��d����2, which
acts as a filter to exclude the phase spectral points outside
the stop band.

In the defined objective function, Eq. �2�, the spatially
coupling coefficient ��z� was kept real and used to shape an
output reflection power r��� for a given reflection spectrum
rd��� and to minimize the difference of reflection power
spectra, the difference of in-band reflection-coefficient
spectra, and the norm of the coupling-coefficient profile
simultaneously.

Then the Lagrange multiplier functions were introduced:


��,z� � �
R��,z�

S��,z� 	 �3�

in an augmented cost functional

J = � + �
−	

	

�
R,RRR + 
R,IRI + 
S,RSR + 
S,ISI�−L/2
L/2 d�

+ �
−	

	 �
−L/2

L/2 
− RR
�
R,R

�z
+ 
R,R�RI + 
R,R�SI�dz d�

+ �
−	

	 �
−L/2

L/2 
− RI
�
R,I

�z
− 
R,I�RR − 
R,I�SR�dz d�

+ �
−	

	 �
−L/2

L/2 
− SR
�
S,I

�z
− 
S,R�SI − 
S,R�RI�dz d�

+ �
−	

	 �
−L/2

L/2 
− SI
�
S,I

�z
+ 
S,I�SR + 
S,I�RR�dz d� , �4�

where the forward and backward modes �R ,S� and the
Lagrange multiplier functions 
�� ,z� were separated into
real and imaginary parts: R=RR+ iRI, S=SR+ iSI, 
R=
R,R
+ i
R,I, and 
S=
S,R+ i
S,I.

To minimize the cost functional J, a variational method
for Eq. �4� was used with respect to the forward and back-
ward modes through the Lagrange multipliers 
R and 
S.
The proof is given in the appendix. The resulting equations

of motion for the Lagrange multipliers are
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�
R�z�
�z

= i�
R�z� − i��z�
S�z� , �5�

�
S�z�
�z

= − i�
S�z� + i��z�
R�z� , �6�

ith the boundary conditions at z=0 given by

R�0� = − 2r�rR�0� + � · rd��R�S�0� − 2�RR�0��

− i�I�S�0� − 2�IR�0��
 , �7�

s�0� = 2�rS�0� + � · rdR�0�� , �8�

here

r = r��� − rd��� �9�

s the discrepancy between the output and the target reflec-
ion power, and

R =
�R − �d,R

�R�2
, �10�

I =
�I − �d,I

�R�2
�11�

re the real and imaginary parts of the normalized discrep-
ncy between the complex output and target reflection co-
fficient spectra, respectively. Here � can be written as fol-
ows:

= �R + i�I, �12�

here � is the complex discrepancy �error�. Then, the cost
unctional J was varied again with respect to the coupling-
oefficient function ��z�:

�J

��* = 
 · � + �
	

−	

�
R,RSI − 
R,ISR� d�

+ �
−	

	

�− 
S,RRI + 
S,IRR� d� . �13�

Finally, Eqs. �1�–�8� are solved in a self-consistent way
ith the following procedure:

�a� Guess an initial �ini�z�, and let �old�z�=�ini�z�.
�b� Solve Eq. �1� to obtain R�z� and S�z� from z=L to

z=0.
�c� Set the boundary conditions of 
R�0� and 
S�0�

by using Eqs. �7� and �8�. Then, the propagations
of the Lagrange-multiplier functions 
R�z� and

S�z� from z=0 to z=L can be obtained by solv-
ing Eqs. �5� and �6�.

�d� Find �J /��* from Eq. �13� and update the new

medium:

ptical Engineering 015005-
�new�z� = �old�z� − �
�J

��* , �14�

where � is an ad hoc constant.
�e� Repeat steps �b� to �d� until the error of discrep-

ancy meets the criterion or the iteration number is
reached.

The optimization of the LMCO method for the design of
dispersionless FBGs progressed until convergence was ob-
tained through the preceding iteration.

3 Results and Discussion
In order to evaluate the effectiveness of the proposed algo-
rithm for the narrowband dispersionless �NBDL� FBG fil-
ter, NBDL FBGs with different parameters �length, channel
spacing, and bandwidth� are presented in this section. All of
the MCFBG filters were designed by using the LMCO al-
gorithm described in the previous section with an initial
Gaussian apodization profile,

�ini�z� = �0 � �− 4 ln 2 · 
 z − 0.5L

FWHM
�2	 �mm−1� , �15�

where �0=0.4 mm−1 is a constant, and FWHM is set to
6 mm. In the designed NBDL FBG, the target spectrum of
the complex reflection coefficient for linear phase response
is set to

�d��� = �r0 exp�− 
 �

�c
�10	 exp�− j � 3� � �� , �16�

where � �mm−1� is the wavelength detuning parameter; �c

=0.43 mm−1, which corresponds to a FWHM �−3-dB�
bandwidth of the filter equal to about 0.2 nm, and a
−0.5-dB bandwidth equal to about 0.165 nm; and r0 is the
maximum reflectivity, set to 0.99. The central wavelength
was always 1550 nm. In the proposed algorithm, the units
of � and L are millimeters, and ��z� is in mm−1.

The parameters �, 
, and � are ad hoc constants, which
have different roles in different designs. Here � represents
the evolution of the coupling coefficient; � is a weighting
phase parameter, which is nonzero for dispersionless FBGs
and zero for the usual FBGs when only the reflectivity
spectrum is taken into consideration; and 
 is a constraint
parameter for the coupling coefficient of the designed fiber
grating, which is zero for unconstrained conditions and
nonzero for a constrained coupling coefficient. The con-
straint on the value of the coupling constant can be more
easily enforced by sacrificing the quality of the reflectivity
spectrum with an increase in the weighting parameter 
. In
this study, it was found that the best value of � was around
1�105, and of � was about 0.5, which produced optimal
and smooth convergence in the designed NBDL FBG fil-
ters. The unconstrained synthesized results with �=1
�105, �=0.5, and 
=0 for the LMCO NBDL FBG are
given below.

Figure 1 shows the synthesized reflectivity spectra of
0.2-nm NBDL FBG filters using the LMCO and LP meth-
ods. The designed reflection spectrum met well with the
target spectrum for a grating length of 4 cm. The corre-

sponding apodization profiles of the index modulation ���

January 2008/Vol. 47�1�3
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ith the two methods are shown in Fig. 2. The results show
he apodization profile of the LMCO method as being more
ymmetrical than with the LP method. The initial guess of
he Gaussian apodization profile �dotted line� for the pro-
osed algorithm also appears in Fig. 2 as a reference. The
n-band group delay and in-band dispersion profiles of the
esigned NBDL FBG filters in Fig. 1 appear in Fig. 3.
rom Fig. 3, it can be seen that the deviation of the LMCO
ispersion profile in 75% of the central region of the stop
and is smoother and lower than that of the LP dispersion
rofile. The better synthesis result comes from the fact that
e include the targeted reflection power rd��� as a factor in

he third term of the cost function in Eq. �2�; with this,
bout 75% of the central region of the stop band attains the
aximum value r0.
The comparisons for the designed reflectivity spectra,

ispersion spectra, and coupling-coefficient profiles are
hown in Fig. 4�a�–4�c�, with different values of the param-

ig. 1 The reflectivity spectra of 0.2-nm NBDL FBG filter synthe-
ized using LMCO and LP methods.

ig. 2 The designed apodization profiles of the index modulation for
.2-nm NBDL FBG filter synthesized by using LMCO and LP

ethods.

ptical Engineering 015005-
eter �. In this case, the parameter 
 is zero and � is 0.5. In
Fig. 4�d� typical evolution curves of the calculated average
error ��� �total error divided by the number of spectral
points� for the NBDL FBG filters are shown. It is clear that
the best ad hoc parameter � is about 105, because in this
situation the average error ��� is the minimum. Based on
our experiences, the algorithm diverges when ��106 in
this designed case. As implied by Eq. �14�, for a too large
value of �, the modification of the coupling-coefficient pro-
file �new�z� at each iteration step becomes more dramatic,
so that an upper bound for the ad hoc parameter � is re-
quired. On the other hand, from the results of Fig. 4�d�, we
see that small � is not very efficient, due to the enormous
number-of iterations required when the small value �
=103 is used. Basically, small � helps to find a better opti-
mization result, but there is a trade-off between long itera-
tion time and good optimization. In Fig. 4�b�, the designed
filter with lowest � �103� has the best dispersion profile, but
the discrepancy between the designed and target reflectivity
spectra of FBGs is larger than in the other cases, or else the
total average error ��� has not reached the minimum at
1000 iterations �see Fig. 4�a� and 4�d��. In general, the it-
erations typically finish after hundreds of runs �about 650
iterations� when � is about 105. Figure 4�d� also demon-
strates that the convergence of the proposed method for
NBDL FBG synthesis, involving multiobjective optimiza-
tion, is efficient and effective.

Finally, from our simulation experience, too large � will
cause the algorithm to diverge, but for a lower value of �,
almost the same optimization results may be achieved after
more iterations if the algorithm can reach convergence.
Therefore, we believe that the proposed LMCO algorithm
for designing an FBG filter can converge smoothly and
efficiently when a suitable value of � is used.

Furthermore, the main advantage of the proposed
LMCO algorithm is easily combined, for practical applica-
tion demands, with various constraint conditions on the de-
signed devices in the defined cost functional, Eq. �2�. How-

Fig. 3 The �a� in-band group delay and �b� in-band dispersion pro-
files of 0.2-nm NBDL-FBG filters synthesized by using LMCO and
LP methods.
ever, in our synthesized NBDL FBG, the parameter 
 was

January 2008/Vol. 47�1�4
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ero for the unconstrained coupling-coefficient profiles. By
ncreasing 
, the maximum value of the index modulation
n the apodization profile can be reduced by sacrificing re-
ectivity of the filters with the same grating length. With

he same values of �=1�105 and �=0.5 but different val-
es of the constraint parameter 
, in Fig. 5�a� we show the
aximum value of the reflectivity for constrained NBDL
BG filters, and in Fig. 5�b� we show the corresponding
podization profiles of index modulation with different val-
es of 
. With only a small change of 
 and sacrificing a

Fig. 4 The synthesized �a� reflectivity spectra,
tion profiles, and �d� typical evolution curves of t
FBG filters with different � values in the LMCO

ig. 5 The synthesized �a� reflectivity spectra �decibel scale� and
b� corresponding coupling coefficients of the designed NBDL FBG
lters with different values of the constraint parameter 
 in the pro-

osed method.

ptical Engineering 015005-
little reflectivity, the maximum value of the coupling coef-
ficient function ��z� can be reduced by 25%, from
0.4 to 0.3 mm−1.

4 Conclusion
In conclusion, a novel NBDL FBG synthesizing method
based on multiobjective Lagrange-multiplier-constrained
optimization �LMCO� has been presented. The method is
able to take into account multiple optimization objectives
and various constrained parameters for practical applica-
tion. This is especially important in NBDL FBG design, in
which both the reflected power of the whole spectrum and
the phase response of the in-band spectrum must be simul-
taneously optimized. In contrast with stochastic approaches
such as genetic algorithms, the proposed method is a direct
optimization method �with sectional structure� that does not
use random numbers and therefore has a smoother
coupling-coefficient profile as well as faster convergence.
Comparing it with the existing results from the powerful
layer-peeling �LP� method, we have demonstrated that an
optimal 25-GHz �0.2-nm� NBDL FBG with an adaptive
design for multiobjective optimization can be obtained by
using the proposed method.

Finally, except for the longer computation time, a num-
ber of advantages in using the proposed LMCO approach
for solving the inverse design problems of FBGs have been
identified. These advantages include the possibility of con-
straining the patterns of the coupling-coefficient profiles, of
constraining the fiber grating length, and of obtaining better
solutions by suitably arranging the weighting parameters
with regard to cost. These features certainly have great
merits in designing practical fiber grating devices with spe-

and dispersion profiles, �c� designed apodiza-
rage error �average ���� for the designed NBDL
d.
�b� in-b
he ave
cial requirements.
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ppendix
n this appendix, we give the detailed derivations of the
quations of motion for the Lagrange multipliers in Eqs. �5�
nd �6� and the boundary condition for the Lagrange mul-
ipliers in Eqs. �7� and �8�. First of all, we minimize the
ost functional J in Eq. �4� by the variational method. By
ariation of Eq. �4� with respect to RR and RI, we get

�
R,R

�z
− 
R,I� + 
S,I� = 0, �17a�

�
R,J

�z
+ 
R,R� − 
S,R� = 0. �17b�

arying with respect to RR and RI again, the following
quations are obtained:

�
S,R

�z
+ 
S,I� − 
R,I� = 0, �18a�

�
S,I

�z
− 
S,R� + 
R,R� = 0. �18b�

or 
R=
R,R+ i
R,I and 
S=
S,R+ i
S,I, the resulting equa-
ions of motion for the Lagrange multipliers �17� and �18�
an be rearranged as Eqs. �5� and �6� in Sec. 2.

The boundary conditions for R�L� and S�L� are deter-
ined by the initial conditions. The boundary conditions

or the Lagrange multipliers 
R ,
S can be obtained by
ariation with respect to R and S at z=0 �i.e.,
J /�RR�0� ,�J /�RI�0� ,�J /�SR�0� ,�J /�SI�0��, and finally the
equired boundary conditions are

R,R�0� = − 2RRr�r + �rd��R�SR − 2�RRR�

+ �I�SI − 2�IRR�� , �19a�

R,I�0� = − 2RIr�r + �rd��R�SI − 2�RRI�

+ �I�− SR − 2�IRI�� , �19b�

S,R�0� = 2SR�r + �rd���RRR − �IRI�� , �19c�

S,I�0� = 2SI�r + �rd���RRI + �IRR�� , �19d�

here �r=r���−rd���, �R= ��R−�d,R� / �R�2, �I= ��I

�d,I� / �R�2, �=�R+ i�I, and � is an ad hoc positive con-
tant.

Equations �19a�–�19d� are rearranged with 
R�0�

R,R�0�+ i
R,I�0� and 
S�0�=
S,R�0�+ i
S,I�0� to obtain
qs. �7� and �8�, which are the boundary conditions for the

agrange multipliers 
R ,
S at z=0.
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