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Joint Probability Distribution

Definition
The joint probability mass function of the discrete
random variables X and Y, denoted as fxy(x,y), satisfies
* fxr(x,y) >0
o > Dvfxr(x,y) =1
e fxy(x,y) =PX=x,Y=y)

Definition

Let A be any set consisting pairs of (x,y) values. Then the
probability P[(x,y) € A] is obtained by summing the joint
pmf over pairs in A:

Plx,y) €Al = Y P(x,y)

(x,y)€A
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Example: Joint Probability Distribution

Example

A large insurance agency services a number of
customers who have purchased both a homeowner’s
policy and an automobile policy. For each type of policy, a
deductible amount must be specified. For automobile
policy, the choices are $100 and $200, whereas for
homeowner’s policy, the choices are 0, $100, and $200.
Let X = the deductible amount of the auto policy and Y =
the deductible amount of the homeowner’s policy. The
joint pmf for possible (X, Y) are summarized in the
following table:

P(x,y) | y=0 y=100 y=200
x=100] 020  0.10 0.20
x=200| 005 0.15 0.30
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Example: Joint Probability Distribution

¢ The total probability
2D Py =1
x oy

e The probability of $100 deductible on both policies is
P(X = 100,Y = 100) = 0.1
e The probability of Y > 100 is
P(Y >100) = 0.1+ 0.2+0.15+0.3 = 0.75

which corresponds to the (X, Y) pairs (100, 100),
(100, 200), (200, 100), and (200, 200).
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Marginal Probability Distribution Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

Definition
If X and Y are discrete random variables with joint

probability mass function fxy(x,y), then the marginal
probability mass function of X and Y are

f() =PX=x) =3 fur(xy) (1) Conimious RVe.
y Covariance and
Correlation

Bivariant Normal
and Distribution

fY(y) = P(Y = y) = ZfXY(xv y) (2) Linear Functions of

Random Variables
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Example: Joint Probability Distribution (Con’t)

e The probability of X = 100 and X = 200, are
computing row totals in the joint probability table:

P(X =100) =024 0.14+0.2=0.5

and
P(X =200) =0.05+0.15+0.3=0.5

P(x,y) |y=0 y=100 y=200
x=100 | 0.20 0.10 020 | 0.5
x =200 | 0.05 0.15 0.30 0.5
0.25 0.25 0.5

Joint Probability
Distributions

Ching-Han Hsu,
Ph.D.

Joint Probability of
Continuous RVs

Covariance and
Correlation

Bivariant Normal
Distribution

Linear Functions of
Random Variables

6.6



Conditional Probability Joint Probability

Distributions
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Ph.D.

Definition
Given discrete random variables X and Y with joint

probability mass function fxy(x,y), the conditional
probability mass functions of Y given X = x is

fi®) = Fer e ) ), fe(®) > 0 (3) [N

Joint Probability of
Continuous RVs

Covariance and

Note that a conditional probability function fy|(y) is alsoa  correlaton
probability mass function. The following properties are Bivariant Normal
SatiSﬁed: D.|str|but|on .
Linear Funct!ons of
° fY\x(y) 2 0 Random Variables
° nych(y) =1
o P(Y = y[X =x) =fyn(y)



Example: Joint Probability Distribution (Con’t)

e Let us fix the random variable X and find the
conditional probability mass function of Y:

frox) | y=0  y=100 y=200
0

x =100 8— 0.4 % 02 22=04
— 0 0.15 03 _

e Let us fix the random vanable Y and f|nd the
conditional probability mass function of X:

fx(XIy) \ y—O y=100 y=200

02 1 0.2
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Conditional Mean and Variance dtel Ll

Distributions

Ching-Han Hsu,
Ph.D.

Definition
The conditional mean of Y given X = x, denoted as
E(Y|x) OF iy, is

E(Yx) = ¥fy(0) (4)
y Joint Probability of
Continuous RVs
and the conditional variance of Y given X = x, denoted Covariance and

as V(Y|X) or TY|x> IS Bivariant Normal
Distribution

V) =" (y = ) fr(y) Zy Fric) — 131c (5)  Randomvarianes.

y
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Example: Joint Probability Distribution (Con’t) Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

e Find the conditional mean and variance of Y given
X =100:

E(Y]100) = 0 x 0.4 + 100 x 0.2 + 200 x 0.4 = 100

and

V(Y]100) = 0x0.4+100?x0.24-200? x0.4—100% = 8000 yoint Provabity of

Continuous RVs

e Find the conditional mean and variance of X given Sovarlance and
Y = 200: Bivariant Normal
Distribution
E(X]200) = 100 x 0.4 4+ 200 x 0.6 = 160 IR )

Random Variables

and

V(X]200) = 100 x 0.4 4 200% x 0.6 — 160> = 2400



Independence
Definition
For discrete random variables X and Y, if any one of the

following properties is true, the others are also true. X
and Y are independent.

O fxy(x,y) = fx(x)fy(y) for all x and y

@ fyx(y) = fr(y) for all x and y with fx(x) > 0

O fxy(x) = fx(x) for all x and y with fy(y) > 0

O P(XcAYeB)=PXecA)P(Y € B) forany sets A
and B in the range of X and Y, respectively

In previous insurance example, consider
P(100,100) = 0.1 # 0.5 x 0.25 = Px(X = 100)Py(Y = 100),

so X and Y are not independent. Independence of X and
Y requires every entry in the joint probability table be the
product of the corresponding row and column marginal
probabilities.
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Multiple Discrete Random Variables

Definition (Joint Probability Mass Function)

The joint probability mass function of X, X, . ..

le,Xz,,..,Xp(xlax2a 000 axp)
= PXi=x,X0=x,...,X, =X%p)

for all points (x1,xz, . ..

,Xp) in the range of X1, X>, ...
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Multiple Discrete Random Variables

Definition (Marginal Probability Mass Function)

If X1,X>,...,X, are discrete random variables with joint
probability mass function fy, x,,... x, (x1, %2, . . ., %), the
marginal probability mass function of any X; is

o (xi) = P(Xi = x;) = fol,xz,...,xp(xl,xza %) (7)
XjJ 7

where the sum is over all points in the range of
X1,X0,... ,Xp for which X; = x;.
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Multiple Discrete Random Variables

Definition (Mean and Variance)

The mean E(X;) and variance V(X;) fori =1,2,...

be determined as follows:

EX) = Y xfax..x @5, .., 5)
X1,Xe e Xp

VXi) = Z (i = 1x,) ) X, (1,22,
X15X25-- 05 Xp

where the sum is over all points in the range of
X1, X2, .., X,
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Covariance and
7xp) (9) Correlation

Bivariant Normal

Distribution

Linear Functions of
Random Variables



Multiple Discrete Random Variables Haint Probability

Distributions

Ching-Han Hsu,
Ph.D.

Definition (Independence)

Discrete random variables X;, X>, ..., X, are independent
if and only if _

Joint Probability of
Continuous RVs

le P.CI. ¢% (X1,X2, o ,)Ck) :le (xl )sz (xk) o 'ka(xk) (1 0) Covariance and
Correlation

for any 2 <k <p. Bivariant Normal

Distribution

Linear Functions of
Random Variables



Multiple Discrete Random Variables Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

Definition (Distribution of a Subset of RVs)

If X1,X>,...,X, are discrete random variables with joint
probability mass function fx, x,....x, (x1,x2, ... ,x,), the joint

probability mass function of X1, X,,...,X; , k <p, is _
Joint Probability of
le,Xz,...,Xk (x17-x27 ©oo ,Xk) CCZJI:tinl:guas1 Fl{{lio
= P(X] = X],X2 =X2,... ,Xk = xk) 83:’%;?:?3”‘1
= D PXKi=xiXo=xm . Xe=x) (1) geons

Linear Functions of

where the sum is over all points in the range X;,X>,...,X,  Random Variables
for which X1 =x1,X2 =x2, ..., Xk = x¢.



Joint Probability Distribution

Definition

A joint probability density function for the continuous
random variables X and Y, denoted as fxy(x,y), satisfies
the following properties

o fxr(x,y) >0, Vx,y
o [T 70 Sy (x, y)dxdy =1
e For any region R of two-dimensional space

P((X.Y) € R) = / / Fice G, )y
R
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Example: Continuous Joint Probability Distribution

Example

Let the random variable X denote the time until a
computer server connects to your machines, and let Y
denote the time until the server authorizes you as a valid
user. Each of these random variables measures the wait
from a common starting time and X < Y. Assume that the
joint probability density function for X and Y is

fxr(x,y) = 6 x 10~ %exp(—0.001x — 0.002y), 0<X <Y

Determine the probability that X < 1000 and ¥ < 2000.
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Example: Continuous Joint Prob. Distribution (Con’t)

The probability that X < 1000 and Y < 2000 is determined
by

1000 2000
P(X < 1000,Y < 2000) = / fxy(x,y)dydx
0 X
1000 2000
= / / 6 x 107% exp(—0.001x — 0.002y)dydx
0 X

o [100 /0002 _ 4 o001
— 6x10° ¢ T ) oy
x /0 < 0.002 > ¢ *

1000
— 0003/ (efo.OOSX _ 674870.001)6) dx
0

1—e3 1 —e!
= 0.003 —et
K 0.003 ) ¢ ( 0.001 >]

= 00915
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Joint Probability Distribution ey

Ching-Han Hsu,
Ph.D.

Definition (Marginal Probability Density Function)

If the joint probability density function of continuous
random variables X and Y is fxy(x,y), the marginal
probability density functions of X and Y, are polLcoaiite!

Discrete RVs

Covariance and
Correlation

fx(x) = /fXY(x’ y)dy (12)
Yy

Bivariant Normal

and Distribution
F10) = [ vl (1) |



Example: Continuous Joint Prob. Distribution (Con’t) Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

¢ Find the marginal probability density function of Y:

fr(y) = /Oyfxy(X,Y)dX

_ /y 6 x 10~6¢(—0:001x—0.002y) 7.

0 Joint Probability of
) Discrete RVs

Yy
_ 6x 10—6e—o.oozy/ 0001t 7. _

0
Covariance and
6 10—6 —0.002y 1 — ¢ 000l Correlation
B 8 ¢ W Bivariant Normal
Distribution
= 6X 10_3 (e—0.00Zy — 6_0'003y) Linear Functions of

Random Variables
¢ Determine the marginal distribution of X.

e Calculate the probability that Y exceeds 2000
milliseconds.



Joint Probability Distribution

Definition (Conditional Probability Density Function)

Given continuous random variables X and Y is with joint
probability density function fxy (x,y), the conditional
probability density functions of Y given X = x is

i) =D,

fx(x) >0 (14)

The conditional probability density function fy.(y) is a
probability density function for all and satisfies the
following properties:

° fY\x(y) >0
i ffY\x(y)dy =1
° P(Y € B|X :x) = foY|x(y)dy
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Example: Continuous Joint Prob. Distribution (Con’t)

e Determine the marginal distribution of X.

fx(x)

This is an exponential distribution with A = 0.003.

/ fXY(xa )’)dy

/ 6 x 10~ 0¢(—0-001x-0.002y) 4,

X

o
6 % 10—66—0.001)6/ e—0.00Zydy

6 x 106 —0-001x €
XU e 0.002

O.OOSe_O'OOSX

x
—0.002x

x>0

)
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Example: Continuous Joint Prob. Distribution (Con’t) Joint Probability

Distributions

« The conditional probability density function of ¥ given ~ Chingantisu,

X=xis

o fxr(x,y)
fY|x (y) - fX (X)
6 X 10—66(—0.001)6—0.002)’)

0.003¢—0-003x
— 0.0026(0.002,(70.002)1)

Joint Probability of
Discrete RVs

O<x<y

e Calculate the probability that Y exceeds 2000

Covariance and

milliseconds given x = 1500. Correlation
Bivariant Normal
[e%} Distribution
P(y > 2000’)6 = 1500) = / fY|1500 (y)dy Linear Functions of
2000 Random Variables

— /OO 0.0026(0,002(1500)70.002))) dy
2000
3 et
= 0.002
¢ 0.002

=0.368



Joint Probability Distribution

Definition (Conditional Mean and Variance)

The conditional mean of Y given X = x, denoted as
E(Y|x) OF iy|y, is

E(Y]x) = / Wrie)dy (15)

and the conditional variance of Y given X = x, denoted
as V(Y|x) or oy, is

V(¥l) = / O — prpe) 3y = / Phoa)dy — 1, (16)
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Example: Continuous Joint Prob. Distribution (Con’t)

e The conditional mean of Y given x = 1500 is

E(Y|X = 1500)

/ Wfy|1s00(y)dy
1500

500

o0
0.002¢° / ye 0002y gy
1500
2000

/ $0.002¢(0-002(1500)=0.002y) g,
1
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Joint Probability Distribution

Definition (Independence)

For continuous random variables X and Y, if one of the
following properties is true, the others are also true, and
X and Y are said to be independent:

@ fxv(x,y) = fx(x)fy(y) for all x and y

@ fy.(y) = fr(y) for all x and y with fx(x) > 0

O fxy(x) = fx(x) for all x and y with fy(y) > 0

O P(XcAYeB)=PXecA)P(Y € B) for any sets A
and B in the range of X and Y, respectively
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Example: Independence Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

¢ Assume that the joint probability density function for
XandYis

fey(x,y) = 6x 10 % exp(—0.001x—0.002y), 0<X <Y
qunt Probability of
 The marginal density functions of X and Y are Discrete Vs

Covariance and

fx(x) = 0.003¢0-003

. -3 —0.002y . —0.003y Correlation
fY(y) o 6 X 10 (e € ) Bivariant Normal
Distribution
e X and Y are NOT independent, because Linear Functions of

Random Variables

Sy (x, ) # fx(X)fr(v)



Example: Independence

e Assume that the joint probability density function for
XandYis

fxr(x,y) =2 x 10~ % exp(—0.001x — 0.002y)

where0 < Xand 0 < Y.
e The marginal density functions of X and Y are

oo
fx(x) = / 2 x 106 0-001x-0.002y 7,
0

= 0.0016—0.001):
o0
fr(y) = / 7 % 10~6—0:001x—0.002y 7.
0

= 0.002¢ 0002

e X and Y are independent, because

Sar(x,y) = fx(x)fyr(y)

Joint Probability
Distributions

Ching-Han Hsu,
Ph.D.

Joint Probability of
Discrete RVs

Covariance and
Correlation

Bivariant Normal
Distribution

Linear Functions of
Random Variables



i Joint Probabili
Expected Value of a Function Ay

Ching-Han Hsu,
Ph.D.

Definition (Expected Value of a Function)

The expected value of a function i(X, Y) of two random PSR ——

variables Discrete RVs
Joint Probability of
Continuous RVs

Y hlx,y)fxy(x,y) discrete
Adodlis [ h(x,y)fxy(x,y)dxdy continuous (17) _

Bivariant Normal
Distribution

Linear Functions of
Random Variables
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Example: Concert Tickets Joint Probability

Distributions

Ching-Han Hsu,
Example Ph.D.
Five friends have purchased tickets to a certain concert. If
the tickets are for seats 1 — 5 and the tickets are randomly
distributed among the five. What is the expected number
of seats separating any particular two of the five?

Joint Probability of
Discrete RVs

 Let X and Y denote the seat numbers of the firstand ooy of
second individuals, respectively. Possible (X, Y) pairs  Continuous Vs

x Bivariant Normal
h(x, )’) 1 2 3 4 5 Distribution
= 0 1 2 3 Loest o
2/0 — 0 1 2
y 3/]1. 0 — 0 1
412 1 0 — 0
5/13 2 1 0 -—
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Joint Probability

Example: Concert Tickets int Probabili
Ching-Han Hsu,
e The joint pmf of (X,Y) is Ph.D.

1

20 X, :172737475;x

Sxy(x,y) =420 - i
0 otherwise

e The number of seats separating the two individuals is , -
Joint Probability of

Discrete RVs

h(X,Y)=|X-Y|—1 Joint Probability of

Continuous RVs

e The expected value of h(X,Y) is _

Bivariant Normal

EB(GY)] = 7 byl (x.y)
(%) Random Variables
5 5 1
= 3 Y g
x=1 y=1,y#x

= 1
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. Joint Probabilit
Covariance Distributions

Ching-Han Hsu,
Ph.D.

Definition (Covariance)

The covariance between two random variables X and Y,
denoted as cov(X,Y) or oxy, is

Joint Probability of

Discrete RVs
Ixy = E[(X a 'UX)(Y o /.LY)] - E(XY) — Hxpy (1 8) Joint Probability of
Continuous RVs

Bivariant Normal

e The covariance between X and Y describes the

variation between the two random variables. Distribution
. . . . . Linear Functions of
e Covariance is a measure of linear relationship Random Variables

between the random variables.
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. Joint Probabili
Covariance Distrivutions

Ching-Han Hsu,
Ph.D.

E[(X — px)(Y — py)]
— /_ /_ (x — px) (y — oy )fxy (x,y)dxdy

Discrete RVs

= / / [xy — pxy — xpy + pxpy) fxy (x, y)dxdy Joint Probability of
— 0o —0o0
Joint Probability of

oo o0
= / / xyfxy (x, y)dxdy — pxpy — pxpiy + pxpy Cenuis T
—0o0 J —00

= E(XY) — UXUy Bivariant Normal

Distribution

Linear Functions of
Random Variables

o0 [ee]
pxpy = / / xpyfxy (x,y)dxdy
—00 J —00

= / / yixfxy (x,y)dxdy
—0oQ — 00
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Covariance between X and Y Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

\
\
co 2 / . Joint Probability of
(@) Positive covariance “ (6) Zero covariance Discrete RVs

Joint Probability of

All points are of ¥

Y .
- equal probability Continuous RVs
. \ ’ . ' _
x
o . . . Bivariant Normal
- ? Distribution
. Linear Functions of
Random Variables
(c) Negative covariance (d) Zero covariance

Figure 1: Joint probability distributions and the sign of
covariance between X and Y.
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. . Joint Probabilit
Correlation Coefficient Distributions
Definition (Correlation Coefficient) Ching-Han Hsu,

The correlation coefficient between two random
variables X and Y, denoted as pxy, is

_cov(X,Y)  oxy
P ROV oxoy (19)

Joint Probability of
Discrete RVs

Joint Probability of
Continuous RVs

e For any two random variables X and ¥ —1 < pxy < 1.

e Correlation is dimensionless. _

« If the points in the joint probability distribution of X Diswbion
and Y that receives positive prbability tend to fall Linear Functions of
along a line of positive (or negative) slope, pxy is random Yarasles
near +1 (or —1).

e If X and Y are independent random variables,
oxy = pxy = 0. oxy = pxy = 0 does not imply that X
and Y are independent.
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Example: Covariance of Two Discrete RVs
Example
Suppose that the random variable X has the following
distribution: P(X = 1) = 0.2, P(X = 2) = 0.6,
P(X=3)=02.Lety=2X+5,ie,P(Y=7)=0.2,
P(Y =9) =0.6, P(Y = 11) = 0.2. Determine pxy.

¢ EX)=1x02+2x06+3x02=2
(X?)=1x02+22x0.6+32x02=44

°
S|

e VIX)=E(X?) — (EX))?=44-22=04

¢ E(Y)=7%x02+9%x06+11x02=9

e E(Y?)=7>x02+9>x0.6+11>x02=282.6
e V(Y) = ( ) —(E(Y))>=826-92=1.6

°
sl

(XY)=1x7x0242x9x.64+3x11x02=18.8

° O'XY_E(XY) /,LX,U,Y:188 2x9=0.8
— Ooxy _ 0.8 08_1

V0.4x1.6 — 08

Joint Probability
Distributions

Ching-Han Hsu,
Ph.D.

Joint Probability of
Discrete RVs

Joint Probability of
Continuous RVs

Bivariant Normal
Distribution

Linear Functions of
Random Variables
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H H i i i Joint Probabili
Bivariant Normal Distribution istriontiong !

Ching-Han Hsu,
Ph.D.

Definition (Bivariant Normal Distribution)

The probability density function of a bivariant normal
distribution random variables

Joint Probability of

fXY(x7 Y ux, ly,0x,0Y, ,OXY) = Discrete RVs
= Joint Probability of
L > eXp { 12 (20) Continuous Rvi
27rffoYx/1—pr 2(1=pgy)
Covariance and
(o) _ 2paremp)0mpy) | o) Correation
o2 ox0y o2

for —oo < x < oo and —oco <y < oo, with parameters Linear Functions of
Random Variables

—00 < iy < 00, —00 < uy < 00, ox > 0, oy > 0, and

—1 < pxy < 1.
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Bivariant Normal Distribution: pxy =0

Fla,y)

Figure 2: Bivariate Normal Distribution with pyy = 0.

Bivariant Mornal rho = @

Joint Probability
Distributions

Ching-Han Hsu,
Ph.D.

Joint Probability of
Discrete RVs

Joint Probability of
Continuous RVs

Covariance and
Correlation

Linear Functions of
Random Variables
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Bivariant Normal Distribution: pxy = 0.5

Fla,y)

Figure 3: Bivariate Normal Distribution with pyy = 0.5.

Bivariant Nornal rho = 8.5

Joint Probability
Distributions

Ching-Han Hsu,
Ph.D.

Joint Probability of
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Joint Probability of
Continuous RVs

Covariance and
Correlation

Linear Functions of
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Bivariant Normal Distribution: pxy = 0.95

Bivariant Nornal rho = 8.85

0.5

fouud _g.5

-1

Figure 4: Bivariate Normal Distribution with pyy = 0.95.

Joint Probability
Distributions
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Joint Probability of
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Continuous RVs
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Linear Functions of
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Bivariant Normal Distribution: pxy = —0.95

Bivariant Normal rho = -8.95

0.5

fouud _g.5

-1

Figure 5: Bivariate Normal Distribution with pyy = —0.95.

Joint Probability
Distributions

Ching-Han Hsu,
Ph.D.

Joint Probability of
Discrete RVs

Joint Probability of
Continuous RVs

Covariance and
Correlation

Linear Functions of
Random Variables



Bivariant Normal Distribution

If X and Y are bivariant normal distribution with joint
probability density fxy (x, y; px, ty, ox, oy, pxy),
e the marginal probability distribution of X and Y are
X ~ N(ux,0%) and Y ~ N(uy,o%), respectively;

¢ the conditional probability distribution of Y given
X = x is normal with mean

gy gy
Hy|x = Py — pxp— + —px
ox ox
and variance
oy, = op(1 = pP);
e the correlation between X and Y is p;
e with p =0, X and Y are independent.
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Bivariant Normal Distribution: Independence and
Uncorrelation

1

fXY(X,y;,UXa Hy,O0X,0y, PXy = 0) -
2moxoyy/1 — p)zfy

-1
exXps —————— -
{2(1 —P)Z(Y)

+ 2
ox0y UY

" = ol [ )
e
o)

= (x px; ox) - fr (v MY,UY)

[(x —px)* 2pxv(x — px) v —py) | (= )

1}

Joint Probability
Distributions

Ching-Han Hsu,
Ph.D.

Joint Probability of
Discrete RVs

Joint Probability of
Continuous RVs

Covariance and
Correlation

Linear Functions of
Random Variables



Linear Combination Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

Definition (Linear Combination)

Given random variables Xi, X», . . . X,, and constants Joint Protabiity of

Discrete RVs
C1,C2,...Cp,

Joint Probability of
Continuous RVs

Y= chl + CZXZ +ooe Tt CI’XP (21) Covariance and
Correlation

is a linear combination of X;,X,, ... X,. Bivariant Normal
Distribution



Mean of a Linear Combination

Theorem
IfY =c1X; +cXp + -+ + cpXp, then

E(Y)=ciEX)) + EX2)+ ...+ CpE(Xp)

= E(aXi+ X+ +c,X))

= Z~~Z[(c1x1+czx2+...+cpxp)-

le,Xz,...Xp (x17x27 s 7xp)]

= ¢ szl X1 X,
+ o szz fx, x,...

+ ¢ Z"'pr'fxl,xz,...

= ClE(Xl) + CQE(XQ) + ...

x, (X1, X2, - . .

Xp(xl,xz,. ..

Xp(xl,xz,. ..

+ ¢ E(X))

s Xp)

axp)

axp)

(22)
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Variance of a Linear Combination poiniGiobabiliy

Distributions

Ching-Han Hsu,
Ph.D.

Theorem

IfX\,X>,...X, are random variables, and
Y =1 X1+ c2Xo + - - + ¢, X, then in general

Joint Probability of
V() = qV(X)+aV(X) +--+V(X,) Discrete AV
Joint Probability of
+ 2 Z Z C[CjCOV(X,', XJ) (23) Continuous RVs
i<j Covariance and
Correlation
IfX1,X,...X, areindependent, Dyt sormel

V() =cV(X) + V() +--+oV(X,)  (24) _



Example: Error Propagation

Example

A semiconduction production consists of three layers. If
the variances in thickness of the first, sencond and third
layers are 25, 40, and 30 nanometers squared, what is the
vairance of the thickness of the final product?

e Let X1, X5, X3 and X are random variables denoting
the thickness of the respective layers, and the final
product.

e ThenX =X + X, + X;.
e The variance of X according to the Eq. is

V(X) = V(X1)+V(X2)+ V(X3)
= 25440+ 30=95nm?
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eq:mr5-37

Mean and Variance of an Average

Theorem

IfX1,Xs,. ..
EX)=pi=1,...

X, are random variables with
, D, then the random variable

X=Xi+Xo+---+X,)/p

has the mean )
E(X) =pn

IfX1,X,,...X, are also independent with variance
V(X)) =0%i=1,...,p, then

(27)
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Reproductive Property of Normal Dist. Joint Probability

Distributions

Ching-Han Hsu,
Ph.D.

Theorem

IfX1,X,,...X, are independent, normal random variables
with E(X;) = p;, V(X;) = 0?,i=1,...,p, then

Joint Probability of

Y = C1X1 -+ 02X2 —+ 4 Cpo (28) Discrete RVs
Joint'ProbabiIity of
is a normal random variable with Cemies [

Covariance and
Correlation

E(Y) =cCip1 +Copip -+ CpHp (29) Bivariant Normal

Distribution

and Fr
2 2

V(Y)=clo2 + 305+ - + clz,az (30)

6.50
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