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Two-Stage Evolutionary Neural Architecture Search
for Transfer Learning

Yu-Wei Wen, Sheng-Hsuan Peng, and Chuan-Kang Ting

Abstract—Convolutional Neural Networks (CNNs) have
achieved state-of-the-art performance in many image classifica-
tion tasks. However, training a deep CNN requires a massive
amount of training data, which can be expensive or unobtainable
in practical applications such as defect inspection and medical
diagnosis. Transfer learning has been developed to address this
issue by transferring knowledge learned from source domains to
target domains. A common approach is fine-tuning, which adapts
the parameters of a trained neural network for the new target
task. Nevertheless, the network architecture remains designed
for the source task rather than the target task. To optimize the
network architecture in transfer learning, we propose a two-stage
evolutionary neural architecture search for transfer learning
(EvoNAS-TL), which searches for an efficient subnetwork of
source model for the target task. EvoNAS-TL features two search
stages: structure search and local enhancement. The former
conducts a coarse-grained global search for suitable neural
architectures, while the latter acts as a fine-grained local search
to refine the models obtained. In this study, neural architecture
search (NAS) is formulated as a multiobjective optimization prob-
lem that concurrently minimizes the prediction error and model
size. The knee-guided multiobjective evolutionary algorithm, a
modern multiobjective optimization approach, is employed to
solve the NAS problem. In this study, several experiments are
conducted to examine the effectiveness of EvoNAS-TL. The
results show that applying EvoNAS-TL on VGG-16 can reduce
the model size by 52%–85% and simultaneously improve the
testing accuracy by 0.7%–6.9% in transferring from ImageNet
to CIFAR-10 and NEU surface detection datasets. In addition,
EvoNAS-TL performs comparably to or better than state-of-the-
art methods on the CIFAR-10, NEU, and Office-31 datasets.

Index Terms—Transfer learning, neural architecture search,
multiobjective evolutionary algorithm, convolutional neural net-
work.

I. INTRODUCTION

Convolutional Neural Networks (CNNs) have been widely
applied to various image classification tasks. Deeper or more
complex CNNs can usually achieve higher accuracy [1].
However, training a deep CNN ordinarily requires a substantial
amount of training data, which could be unavailable in some
applications due to the expensive cost or other potential
difficulties in data collection. Transfer learning renders an
effective way to address this issue by applying the knowledge
learned from source tasks to target tasks [2], [3]. This machine
learning paradigm has improved the prediction accuracy in
low-resource image classification tasks [4]. Transfer learning
techniques involve fine-tuning, a loss function, and feature
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mapping [2]–[4]. The network architecture plays a crucial
role in the performance of neural networks; however, it re-
ceives less attention in transfer learning. Transfer learning
methods typically use the same network architecture for both
the source task and the target task, which may cause over-
parameterization when the target task has only a small amount
of data. Moreover, the network architecture designed originally
for the source task is not optimized and is likely unsuitable
for the target task [5]–[14]. The transferred networks, conse-
quently, can suffer from over-parameterization and consume
much more computational cost and storage than necessary.

Neural architecture search (NAS) aims to optimize the
network architecture for machine learning tasks. Through
repeatedly generating and testing various architectures, NAS
algorithms search for architectures with better performance
than those handcrafted by humans. Nevertheless, NAS can be
time-consuming due to its repeated evaluation of generated
network architectures. In addition, it is commonly assumed
that the amount of data is sufficient to train the network, but
this amount is hardly attainable in many real-world applica-
tions. Some studies have attempted to combine NAS with
transfer learning. These methods transfer the architectures
discovered in the source task to the target task [15]–[18]
or transfer the NAS controllers or architecture performance
predictors to facilitate NAS in new tasks [19]–[22]. Although
reusing trained parameters has been shown to benefit learning
a new task [2], [4], [5], [12], only a few studies transfer the
parameters trained in the source model to the target task [23].

This study presents an evolutionary system, two-stage
evolutionary neural architecture search for transfer learning
(EvoNAS-TL), to address the above issues of transfer learning.
The proposed EvoNAS-TL enables NAS in transfer learning to
adapt network architecture and parameters jointly for the target
task. Restated, EvoNAS-TL transfers parameters from the
source model and searches for the optimal neural architecture
for the target task. The transfer of parameters, in addition to the
architecture, exploits the parameter-related knowledge learned
from the source model while searching architectures for the
target task. Based on this novel integration, EvoNAS-TL can
enhance the effectiveness of the transfer and generate size-
efficient neural architectures for the target task. To reduce
the high computational cost of the extensive network archi-
tecture search, EvoNAS-TL confines the NAS search space to
subnetworks of the source model and focuses on seeking the
subnetwork that would achieve the best performance on the
target task. EvoNAS-TL includes two stages of subnetwork
search: structure search and local enhancement. The former
aims to manipulate the source model layerwise, whereas the



2

latter proceeds to remove unnecessary operation units from the
transferred network. Both optimization stages are formulated
as a multiobjective optimization problem (MOP), of which the
objectives are minimization of the prediction error and model
size. The knee-guided multiobjective evolutionary algorithm
(KGEA) [24] is adopted to solve the MOP in both stages.
Moreover, we propose two representations for the structure
search: sequential representation and selective representation.
The two representations allow KGEA to reshape the source
model in different levels of detail. The proposed EvoNAS-
TL is tested on three transfer learning scenarios, where the
first two use ImageNet [25] as the source task and adopt
the CIFAR-10 dataset [26] and the NEU surface defect
database [27] as the target tasks, whereas the third scenario
transfers across domains on the Office-31 dataset [28].

The major contributions of this paper are summarized as
follows:

1) A two-stage multiobjective evolutionary NAS system is
developed to optimize the model structure for the target
task in transfer learning.

2) The first stage (structure search) serves as a coarse-
grained global search, seeking suitable neural archi-
tectures for the target tasks and transferring knowl-
edge from the source model to the candidate models.
Sequential representation and selective representation
are proposed to encode different levels of structural
information.

3) The second stage (local enhancement) acts as a fine-
grained local search, which refines the model obtained
from the structure search through evolutionary network
pruning.

4) An empirical study is conducted to examine the perfor-
mance of EvoNAS-TL. The experimental results show
that EvoNAS-TL effectively improves the classification
error and reduces the model size in transfer learning.

The remainder of this paper is organized as follows. Section II
reviews the related studies on transfer learning and NAS.
Section III elaborates on the proposed EvoNAS-TL system.
Section IV presents the experimental settings and results.
Finally, concluding remarks are given in Section V.

II. RELATED WORK

The architecture of CNNs has become increasingly complex
to improve classification performance and deal with complex
image classification tasks [29]. For example, AlexNet [30] uses
an eight-layer architecture with over 60 million parameters,
VGG-16 [31] has a 16-layer architecture with 138 million
parameters, and ResNet [1] reaches more than 100 layers.
Transfer learning has shown to be capable of addressing the
previously mentioned issues with low training resources by
leveraging the prelearned knowledge from one task to another
task [2]–[5], [32], as evidenced by practical applications,
such as defect inspection [12] and medical diagnosis [8].
Some existing transfer learning methods focus on adapting
the source model to the target task through parameter tuning.
Although post-transfer pruning of neural architecture has been
proposed [33], [34], the transfer and pruning processes in these

studies are performed separately without considering their
interaction. Thus, the challenge of finding a suitable neural
architecture for transfer learning tasks remains.

NAS deals with the automatic design of network architec-
tures that are suitable for a given machine learning task. Mod-
ern NAS systems commonly use evolutionary algorithms [35]–
[37] and reinforcement learning [19], [38] to search network
structures. However, the generate-and-test NAS systems usu-
ally require enormous computational resources for the search
process, as it involves repeatedly training candidate models
from scratch [17], [38], [39]. For example, Zoph et al. [38]
used 800 GPUs over 21–28 days for a single task.

Some approaches have been developed to reduce the com-
putational cost of NAS systems by restricting the search
space [16], [17], [40], [41] and parameter sharing [16], [41],
[42]. Zoph et al. [17] proposed searching only computational
cells rather than the entire network because the intra-cell
structure forms a smaller search space. After optimizing the
cells, human experts need to arrange and stack the cells to
obtain a near-optimal network structure. Similar to this idea,
Xie and Yuille [43] attempted to apply the cell structure
learned from CIFAR-10 to ImageNet. The cells are stacked
in a more complicated way, but the resultant model achieves
no improvement in classification accuracy over the networks
designed by human experts. For parameter sharing, NAS
is formulated to search the optimal subgraph of a massive
model represented by a directed acyclic graph. Bayesian
learning [44] and gradient-based learning [16], [17], [39],
[41], [42] have been used in subgraph search. Sun et al. [45]
proposed a fully automated evolutionary NAS system, where
NAS is formulated as a combinatorial problem based on
existing convolutional blocks, for example, residual blocks and
dense blocks. This approach is effective in improving search
efficiency. Nonetheless, these types of methods still require
massive amounts of data to train the large prototype model,
which can be unattainable in real-world applications.

Because of the respective issues of transfer learning and
NAS, certain methods have been proposed to integrate them,
seeking solutions to enable both the exploitation of architec-
tural information in architectural optimization for the target
task and the reuse of learned knowledge from the source task
to the target task. Baker et al. [15] proposed transferring the
architecture discovered on a source task along with pretrained
weights to the target task with parameter fine-tuning. This
is one of the methods that perform NAS and transfer learn-
ing separately. Wong et al. [19] developed a reinforcement
learning-based NAS system in which the searching controller
is pretrained on a set of tasks and reused for new tasks.
Wistuba and Pedapati [22] presented inductive transfer, which
maintains an architecture pool and selects a promising ar-
chitecture from the pool for a new task. Other studies [20],
[21] suggested transferring architecture search experience by
reusing the surrogate model trained as a performance predictor
for candidate architecture. However, these techniques center on
the transfer of search experience with no prelearned knowledge
involved.

Network pruning aims to remove redundant parameters
from a trained model and further prevents overfitting caused
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Fig. 1. Flowchart of EvoNAS-TL.

by over-parameterization [46]. Pruning mechanisms can be
roughly categorized into nonstructural pruning and structural
pruning [47]. Nonstructural pruning considers the removal of
parameters individually, whereas structural pruning also takes
the structural relationship of parameters into account. The
studies on nonstructural pruning face a significant challenge
in that the pruned networks are relatively slow on GPUs.
Although specialized hardware can alleviate the problem [48],
implementing the hardware can be expensive and challenging
to general users. In contrast, structural pruning aims to remove
computational units such as filters and neurons. The models
obtained from structural pruning preserve the dimensional
coherence of tensor operations and thus are supported by
off-the-shelf deep learning frameworks. Identifying the filters
and neurons to be removed remains a major challenge in
pruning CNNs. Greedy algorithms [49]–[51], reinforcement
learning [52], and group sparsity measurement [53] have been
employed to solve network pruning tasks. These approaches
prune the network step-by-step and tend not to recover pruned
units in later phases. Some studies use evolutionary algorithms
as a global optimizer for pruning [24], [54]. These structural
pruning methods downsize the width of the networks, but the
network depth remains unchanged. Considering that different
tasks may need different model depths, the present study seeks
to simultaneously optimize the network structure both width-
wise and depthwise for transfer learning tasks by combining
NAS and structural network pruning.

III. EVOLUTIONARY NEURAL ARCHITECTURE SEARCH
FOR TRANSFER LEARNING

The proposed EvoNAS-TL is a two-stage multiobjective
optimization system searching for the subnetworks of a given
source model that are also effective after being transferred to
the target domain. The first stage of EvoNAS-TL performs a

structure search on the source model, and the second stage
conducts local enhancement to refine the models through
evolutionary network pruning. The MOP for both stages is
formulated as follows:

argmin
M∈Ω

f (M)

f (M) = {f1(M), f2(M)} . (1)

The first objective is to minimize the classification error on
the target domain:

f1(M) = min E(M ,Dtarget), (2)

where E(·) measures the validation error of model M on the
dataset of target domain Dtarget.

The second objective is to minimize the model size. In
this study, the model size is determined by the number of
parameters in the model. The second objective is formulated
by

f2(M) = min |M |, (3)

where the cardinality | · | stands for the total number of
parameters in model M .

EvoNAS-TL undertakes the above bi-objective optimization
in both stages. Figure 1 illustrates the workflow of EvoNAS-
TL. First, the structure search stage explores the source model
subnetworks for the structures with the optimal accuracy and
model size. Second, the local enhancement stage applies evo-
lutionary network pruning to refine the subnetworks obtained
from structure search. More details about the two stages are
described in the following subsections.

A. Structure Search

Structure search is designed to seek the subnetworks of
the source model while considering minimal prediction error
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Fig. 2. Mapping between the sequential representation x and its corresponding model with Msource VGG-16.

Fig. 3. Mapping between the selective representation x and its corresponding model with Msource VGG-16.

and minimal model size. More specifically, structure search
repeatedly generates subnetworks originated from the source
model and then reshapes the subnetworks according to their
performance on the target domain. This process transfers and
adapts the source model to the target domain, but its com-
putational cost is generally high because of the considerable
number of evaluations. To address this issue, we propose
two types of representation for candidate solutions of the
bi-objective optimization problem: sequential representation
and selective representation. Each representation encodes the
layer information that confines the search space to promote
efficiency.

Given a source model based on a CNN,

Msource = {Lconv
1 , . . . ,Lconv

p ,Lfc
1 , . . . ,L

fc
q },

Lconv
i is the i-th convolutional layer, Lfc

j is the j-th fully con-
nected layer, and p and q indicate the numbers of convolutional
layers and fully connected layers, respectively.

1) Sequential Representation: Sequential representation en-
codes the depth of the convolutional layers and the number
of neurons of each fully connected layer. This representation
considers the connection between adjacent layers of a trained

model and allows for controlling the complexity of the model
without breaking the inferencing coherence in convolutional
layers. According to the sequential representation, a candidate
solution is encoded as

x = (xconv, xfc
1 , . . . , x

fc
q ), (4)

where xconv ∈ {1, . . . , p} indicates the number of convolu-
tional layers and xfc

i ∈ [0, 1] represents the proportion of
neurons to be used in the i-th fully connected layer. The
candidate model corresponding to a candidate solution x can
be written by

Mcand = {Lconv
1 , . . . ,Lconv

xconv , L̂
fc

1 , . . . , L̂
fc

q }. (5)

The transfer process directly copies Lconv
1 , . . . ,Lconv

xconv from
the first xconv convolutional layers of source model Msource

and uses N(L̂
fc

1 ), ...,N(L̂
fc

q ) neurons for the q fully connected
layers, where N(·) gives the number of neurons in the given
fully connected layer. The number N(L̂

fc

i ) is computed by

N
(
L̂

fc

i

)
=
⌊
xfc
i ×N

(
Lfc

i

)⌉
, (6)
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where b·e rounds its argument to the nearest integer. The
fully connected layers in Mcand are reconstructed in ac-
cordance with N(L̂

fc

1 ), ...,N(L̂
fc

q ), in which the parameters
are initialized randomly. Then, Mcand is fine-tuned with
the training data of the target domain Dtarget_train; that is,
the convolutional and fully connected layers are tuned. The
validation error and model size of Mcand then serve as the
objective values of x. Figure 2 illustrates the association of the
sequential representation with a source model VGG-16 [31].

2) Selective Representation: Selective representation en-
ables subtler manipulation of convolutional layers than sequen-
tial representation. Using selective representation, a candidate
solution is encoded as

x = (xconv
1 , . . . , xconv

p , xfc
1 , . . . , x

fc
q ). (7)

The selective representation includes two parts: the first part
xconv
i ∈ {0, 1, 2} indicates the operation for the i-th con-

volutional layer, and the second part xfc
j ∈ [0, 1] resembles

the corresponding term in sequential representation, which
accounts for the proportion of neurons used in the j-th fully
connected layer. The first part considers three operations:
discarding, fixing, or fine-tuning a convolutional layer:

discard, xconv
i = 0

fix, xconv
i = 1

fine-tune, xconv
i = 2

Figure 3 illustrates the selective representation associated with
a VGG-16 source model.

Algorithm 1 outlines the structure search procedure.
EvoNAS-TL uses either of the two representations and applies
KGEA [24] to solve the bi-objective optimization problem
in the structure search. Regarding the evolutionary process,
the population is initialized at uniform random. Candidate
solutions, namely offspring, are generated by crossover and
mutation. To evaluate a candidate solution x, a model Mcand

is constructed with reference to source model Msource and the
representation of x; then, Mcand is fine-tuned using training
data of target domain Dtarget_train. The performance of x is
assessed by the two objective functions (2) and (3) with the
validation data of target domain Dtarget_valid. At the end of
the structure search, KGEA yields an approximate Pareto front
(APF) formed by the resultant models. EvoNAS-TL selects
three models from the results: 1) the knee solution, 2) the
solution with minimal error, and 3) the solution with minimal
model size, and it proceeds with local enhancement on each
model in the second stage.

B. Local Enhancement

Local enhancement uses evolutionary network pruning [24]
on the models obtained from structure search to reduce the
model size and improve the classification performance. For
the latter, several studies (e.g., [55]–[57]) have shown that
network pruning can address the over-parameterization issue
of deep neural networks. By removing less relevant units,
network pruning can enhance the network performance and
generalization; that is, network pruning aims to refine models
by retaining useful units and removing trivial ones.

Algorithm 1 Structure search
Input: pretrained source model Msource,

training data of target domain Dtarget_train,
and validation data of target domain Dtarget_valid

Output: Mnondominated

1: Q0 ← Population-initialization
2: M0 ← Model-construction(Q0, Msource)
3: M0 ← Fine-tuning(M0, Dtarget_train)
4: Evaluation(M0, Dtarget_valid)
5: t← 0
6: while termination criterion is not satisfied do
7: P ← Parent-selection(Qt)
8: Qt+1 ← Crossover-and-mutation(P)
9: Mt+1 ← Model-construction(Qt+1, Msource)

10: Mt+1 ← Fine-tuning(Mt+1, Dtarget_train)
11: Evaluation(Mt+1, Dtarget_valid)
12: Qt+1 ← Survivor-selection(Qt ∪Qt+1)
13: t← t+ 1
14: end while
15: Mnondominated ← Approximate-Pareto-front(Mt)

Given a resultant model from the structure search

MSS = {Lconv
1 , . . . ,Lconv

k ,Lfc
1 , . . . ,L

fc
m}

with

Lconv
i ∈ RHi×Wi×Ci×Fi and Lfc

i ∈ R1×1×Ii×Ni ,

where Hi and Wi are the height and width of the filters, and
Ci and Fi are the numbers of channels and filters in Lconv

i ,
respectively. Ii is the number of inputs in Lfc

i , and Ni denotes
the number of neurons in Lfc

i . A candidate solution z in local
enhancement is represented by

z = (zconv, zfc). (8)

The first part zconv is a binary string:

zconv = (zconv
1,1 , . . . , zconv

k,Fk
),

where the binary variable zconv
i,f ∈ {0, 1} indicates whether the

f -th filter in the i-th convolutional layer is activated (value 1)
or not (value 0). The second part zfc is a binary string:

zfc = (zfc
1,1, . . . , z

fc
m,Nm

),

where the binary variable zfc
j,n ∈ {0, 1} indicates whether the

n-th neuron in the j-th fully connected layer is activated or
not.

The pruning mask associated with zconv
i,f can be written by

Bconv
i (:, :, :, f) =

{
0, if zconv

i,f = 0,

1, otherwise,
(9)

and the pruning mask associated with zfc
i,n is denoted as

Bfc
i (1, 1, :, n) =

{
0, if zfc

i,n = 0,

1, otherwise.
(10)
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Let B = (Bconv
1 , . . . ,Bconv

k ,Bfc
1 , . . . ,B

fc
m) denote the weight

mask based on z. The resultant model of local enhancement
by applying model masking on MSS with weight mask B is

MLE = MSS ◦B,

where operator ◦ refers to the elementwise product.
Like the structure search stage, the local enhancement

stage also uses KGEA to search for the optimal models in
terms of prediction error and model size. The evolutionary
optimization process of local enhancement is similar to that
of structure search, except local enhancement does not apply
the fine-tuning process. To evaluate a candidate solution z,
the model masking procedure is used to determine from z
whether a filter or neuron is activated or deactivated in model
MSS. More specifically, model masking performs elementwise
multiplication of the weights of MSS with the weight mask
B of candidate solution z. The masked model is then tested
on Dtarget_valid for the classification error. The size of a
pruned model is simply the number of activated weights in
the masked model. Algorithm 2 outlines the pseudocode of
local enhancement.

Algorithm 2 Local enhancement
Input: a model from structure search MSS and

validation data of target domain Dtarget_valid

Output: Mnondominated

1: Z0 ← Population-initialization
2: M0 ← Model-masking(Z0, MSS)
3: Evaluation(M0, Dtarget_valid)
4: t← 0
5: while termination criterion is not satisfied do
6: P ← Parent-selection(Zt)
7: Zt+1 ← Crossover-and-mutation(P)
8: Mt+1 ← Model-masking(Zt+1, MSS)
9: Evaluation(Mt+1, Dtarget_valid)

10: Zt+1 ← Survivor-selection(Zt ∪ Zt+1)
11: t← t+ 1
12: end while
13: Mnondominated ← Approximate-Pareto-front(Mt)

IV. EXPERIMENTAL STUDIES

In this study, several experiments were conducted to exam-
ine the effectiveness and efficiency of EvoNAS-TL compared
with baseline and state-of-the-art methods. In this section,
we first introduce the experimental settings, including the
source task, source model, target tasks, data processing, and
settings for optimization and fine-tuning. Next, we investigate
the experimental results on each transfer task and discuss the
advantages and limitations of EvoNAS-TL.

A. Experimental Settings

The experiments consisted of three transfer learning sce-
narios that pose different challenges to transfer learning. The
first two scenarios shared the same source task, namely,
ImageNet [25], whereas their target tasks were the CIFAR-
10 dataset [26] and the NEU surface defect database [27],

respectively. The third scenario used the Office-31 dataset [28]
as a benchmark. Figure 4 shows image samples of the three
datasets. ImageNet is widely used as a source task in transfer
learning because of its comprehensive image contents and
labels. A model well trained on ImageNet is deemed to implic-
itly possess a variety of feature extractors that can be reused
in other image recognition tasks through transfer learning. The
major challenge of transferring from ImageNet to CIFAR-
10 lies in the significant difference in image size, whereas
the challenge of transferring from ImageNet to the NEU
dataset arises from the nontrivial intertask correlation and low
data volume. The Office-31 dataset comprises three domains:
Amazon (A), DSLR (D), and Webcam (W). The three domains
share the same 31-class image classification task. In light
of the considerable successes of VGG-16 [31] in transfer
learning [9], [11], [58], VGG-16 pretrained on ImageNet
was adopted as the source model in our experiments. Each
target dataset was partitioned into three disjoint parts: training,
validation, and testing sets. For Office-31, we conducted
experiments on all domain combinations, which resulted in
six transfer tasks in total. The experimental settings for the
baseline methods and EvoNAS-TL followed the settings in [6],
[14], [59]. Common data augmentation techniques, including
rotating, shifting, and flipping, were applied to extend the
target datasets. For all training and fine-tuning processes in the
experiments, we employed stochastic gradient descent as the
optimizer with an initial learning rate 0.005 decaying 10−6 per
batch, momentum 0.9, and batch size 256. Training and fine-
tuning were terminated if the validation loss ceased improving
for three consecutive epochs.

1) Baseline Models: Three baseline methods were used for
performance comparison: training from scratch, transfer learn-
ing [5], and network pruning [24] after transfer learning. Our
preliminary tests showed that directly using standard VGG-
16 resulted in low classification accuracy due to the overly
complex architecture. To improve the baseline results, we
modified VGG-16 as mVGG-16 with a global average pooling
(GAP) layer [60] between the last convolutional layer and the
first fully connected layer. Accordingly, the source model size
was reduced from 138 million parameters (standard VGG-16)
to 33.6 million parameters (mVGG-16). It is noteworthy that in
our experiments, this modification preserved pretrained filters
in the convolutional layers while the fully connected layers
were reconstructed.

The train-from-scratch model was obtained by training
mVGG-16 from scratch with the data of the target task.
Performance comparison included the common transfer learn-
ing approach based on the fine-tuning method [5]. In this
approach, a model based on mVGG-16 for the target domain
was built by copying the convolutional weights of the source
model VGG-16 pretrained on ImageNet, randomly initializing
the weights of its fully connected layers, and then fine-
tuning the whole network with the training data of the target
task. To demonstrate the difference between simultaneous
transfer learning and subnetwork search featured in EvoNAS-
TL and the sequential procedure of transfer learning followed
by network pruning, we included another baseline model
that applied the state-of-the-art network pruning method [24]
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(c) Example images of the Office-31 dataset.

Fig. 4. Demonstration of the CIFAR-10, NEU surface defect, and Office-31
datasets.

to the fine-tuned model. Considering that network training,
fine-tuning, evolutionary network pruning, and EvoNAS-TL
all involve stochasticity, our empirical study considered the
average performance over 10 independent runs for the CIFAR-
10 and NEU datasets and five independent runs for each task
in the Office-31 dataset.

2) EvoNAS-TL: The proposed EvoNAS-TL performed two
stages of bi-objective optimization for transfer learning. In the
first stage, structure search of EvoNAS-TL used the modified
VGG-16 as the source model, searched for suitable subnet-
works for the target domain, and yielded an APF of candidate
models. From the APF, the model with the minimal validation
error, the model with the minimal number of parameters, and
the knee model were used individually in the next stage. In
the second stage, EvoNAS-TL local enhancement received a
modulated transferred model from structure search and applied
evolutionary network pruning to further improve the model

regarding both objectives. Figure 1 illustrates that structure
search produces three models corresponding to the minimal
validation error, minimal number of parameters, and knee
model. The local enhancement was applied based on these
three models and yielded an APF for each. Accordingly,
EvoNAS-TL outputs nine models for each transfer learning
task. Table I summarizes the parameter settings for the KGEA
used in EvoNAS-TL.

B. Results and Discussions

First, we investigated the performance of EvoNAS-TL in
transferring from ImageNet to CIFAR-10. The visual compo-
nents of the two datasets have observable interconnections.
The common features between the source and target tasks
were expected to facilitate the transfer of knowledge. Note
that the image size of the source task (224 × 224 pixels)
significantly differs from that of the target task (32×32 pixels)
in this test case, posing a challenge for the transfer. Second,
we assessed EvoNAS-TL in transferring from ImageNet to the
NEU surface defect database, which consists of 1,800 gray-
scale images containing six types of surface defect patterns.
The main challenge of this test case was its low visual
correlation between the source task and the target task. Finally,
we evaluated EvoNAS-TL in comparison with state-of-the-art
methods on Office-31 [28], a popular benchmark for transfer
learning and domain adaptation [3].

Tables II–IV compare the performance of EvoNAS-TL with
the baseline and state-of-the-art methods on the learning tasks
of transferring from ImageNet to CIFAR-10, from ImageNet
to the NEU dataset, and from domain to domain in Office-
31, respectively. The tables specifically present the perfor-
mance of EvoNAS-TL with minimal-error selection for the
final candidate solutions. For transferring from ImageNet to
CIFAR-10, performance comparison includes the state-of-the-
art automated machine learning methods that use NAS and
hyperparameter tuning, i.e., Hyperband [61], Warmstart [62],
and TrAutoML [23]. For transferring from ImageNet to the
NEU dataset, we compared EvoNAS-TL with the baseline
methods, i.e., training from scratch, transfer through fine-
tuning [5], and applying state-of-the-art network pruning [24]
after transfer through fine-tuning. For Office-31, the perfor-
mance of EvoNAS-TL was evaluated by comparison with
baseline methods and state-of-the-art supervised domain adap-
tation methods using VGG-16, including FADA [63], CCSA
[13], d-SNE [14], and DAGE-LDA [59].

1) Results of Baseline Models: Table II shows that training
from scratch resulted in low prediction accuracy when using
the modified VGG-16 to deal with CIFAR-10. This poor
performance was caused by the attempt to train a deep model
for small-sized images. By transferring the filters pretrained on
ImageNet, the model obtained showed a substantial improve-
ment in classification accuracy, confirming the effectiveness of
the transfer. The results also indicate that evolutionary network
pruning downsized the transferred model by 13% in the
number of parameters, which slightly compromised the testing
accuracy. The results of the experiments on the NEU dataset
show similar tendencies: training from scratch performed
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TABLE I
PARAMETER SETTINGS FOR EVONAS-TL.

Structure search Local enhancement
Sequential representation Selective representation

Representation x ∈ {1, ..., 13} × [0, 1]2 x ∈ {0, 1, 2}13 × [0, 1]2 z ∈ {0, 1}l, l ≤ 12416

Crossover Uniform (xconv); whole-arithmetic (xfc) Uniform

Mutation Random resetting (xconv); uniform (xfc) Bit-flip
Population size 30 200
Parent selection 2-tournament 2-tournament
Crossover rate 1.0 1.0
Mutation rate 0.333 0.066 1 / l
Survivor selection (µ+ λ) (µ+ λ)
#generations 30 500

poorly in training the huge and deep model. Reusing the filters
trained on ImageNet nevertheless showed the potential to solve
low-resource problems. In addition, the size of the transferred
model was reduced by 35% through evolutionary network
pruning, while the testing accuracy was slightly affected.
The results of pruning after fine-tuning suggest the utility
of pruning the complex architecture of the source model in
CIFAR-10 and NEU, but they tend to overfit in Office-31.
The evolutionary network pruning can increase the validation
accuracy and reduce the model size, but this advantage is not
generalized to test data. This overfitting may have been caused
by the scarcity of data in Office-31, which contains only 7–100
images for each category in a domain.

2) Results of EvoNAS-TL: The optimization process in
EvoNAS-TL comprises two stages: structure search (SS) and
local enhancement (LE). As previously stated, this work pro-
poses sequential representation and selective representation for
structure search, thereby considering the high-level structural
information of the source model in different ways. The ex-
periments investigated the effects of these two representations
with and without local enhancement on the performance of
EvoNAS-TL.

As indicated in Tables II and III, EvoNAS-TL achieved
significantly better testing accuracy than the three baseline
methods in the CIFAR-10 test case and comparable accuracy
in the NEU test case. In addition, EvoNAS-TL effectively
reduced the number of parameters in the resultant models in a
reasonable search time. Both test cases showed that EvoNAS-
TL was highly capable of tailoring neural architecture for the
target tasks in transfer learning. Regarding the effect of repre-
sentation, both representations yielded similar improvement in
the classification error. Selective representation, in particular,
was more effective in reducing the model size because it
enabled more precise manipulation of the neural architecture
than sequential representation. As for the improvement exerted
by the two stages, the experimental results indicate that
structure search significantly contributed to both validation
accuracy and model size; to be precise, it reduced the number
of parameters by 52%–78% and improved the test accuracy
by up to 6.9%. Local enhancement could further downsize the
models by 4%–15%.

On Office-31 in Table IV, EvoNAS-TL using structure
search with sequential representation achieved comparable or

better average classification accuracy and model size than the
state-of-the-art methods. Note that the Office-31 dataset was
originally developed for domain adaptation, instead of general
transfer learning. In addition, the domain adaptation methods
used in the experiments assume that the target task is the same
as the source task, whereas EvoNAS-TL does not rest on such
an advantageous assumption. Even so, EvoNAS-TL performed
comparably to or better than the domain adaptation methods.
Table IV further reveals that network pruning was vulnerable
to overfitting, which may have been caused by overly pursuing
classification accuracy despite having only limited data. This
negative effect also occurred in local enhancement and caused
the deterioration in the average accuracy of EvoNAS-TL.

Figure 5 shows the APFs produced by structure search
and local enhancement. The solid triangles and diamond in
Figs. 5a and 5b respectively plot the minimal-error model, the
minimal-size model, and the knee model in the APF obtained
from structure search. The hollow symbols in Fig. 5b depict
the APFs gained by applying local enhancement to the three
models. The distribution of each APF shows a clear conflicting
relationship between the objectives of minimizing prediction
error and minimizing model size.

To further inspect the performance of models located in
different regions of objective space, Tables V and VI com-
pare the performance of three decision-making policies for
selecting models from an APF. As the flowchart in Fig. 1
indicates, the knee solution and the best solutions of the two
objectives are selected from the resultant APF of KGEA. The
models that aim for minimal parameters are undesirable in
practice due to their poor classification accuracy. The knee
selection strategy presents a compromise between the two
conflicting objectives [24], [64]. Considering the synthetic
effects, EvoNAS-TL using the knee strategy for structure
search and the minimal-error solution for local enhancement
can strike a balance between the two objectives and generate
models that have acceptable classification error with a sub-
stantial reduction in model size. In contrast, applying knee
selection to both stages causes KGEA to trade too much
accuracy to reduce the model size. The preferable outcomes
above indicated that EvoNAS-TL showed strong capabilities
in advancing classification accuracy through minimal-error
selection in both stages and in finding satisfactory results
through the knee selection in structure search and minimal-
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TABLE II
EXPERIMENTAL RESULTS OF TRANSFERRING FROM IMAGENET TO CIFAR-10. BOLDFACE DENOTES THE BETTER OF SS AND SS+LE RESULTS.

Method Accuracy #Parameters Reduced size FLOPs Time of NAS
Val (%) Test (%) (×106) (%) (×107) (GPU days)

Train-from-scratch 52.9 53.2 33.64 - 33.2 -
Fine-tune [5] 80.6 80.3 33.64 - 33.2 -
Fine-tune + prune [24] 81.0 79.9 29.21 13% 30.0 0.67

Hyperband [61] - 78.5 - - - 0.67
Warmstart + hyperband [62] - 73.5 - - - 0.67
TrAutoML (MH) + hyperband [23] - 77.5 - - - 0.67

EvoNAS-TL (sequential) SS 87.8 87.2 16.20 52% 30.0 2.62
SS + LE 88.2 87.2 14.69 56% 28.1 3.10

EvoNAS-TL (selective) SS 87.6 87.1 12.60 63% 26.3 2.32
SS + LE 88.1 86.8 11.21 67% 24.7 2.78

TABLE III
EXPERIMENTAL RESULTS OF TRANSFERRING FROM IMAGENET TO THE NEU DATASET. BOLDFACE DENOTES THE BETTER OF SS AND SS+LE RESULTS.

Method Accuracy #Parameters Reduced size FLOPs Time of NAS
Val (%) Test (%) (×106) (%) (×109) (GPU days)

Train-from-scratch 31.6 22.4 33.62 - 15.37 -
Fine-tune [5] 98.4 98.9 33.62 - 15.37 -
Fine-tune + prune [24] 99.4 97.7 22.02 35% 10.58 1.01

EvoNAS-TL (sequential) SS 98.6 99.6 12.40 63% 14.38 1.15
SS + LE 99.8 98.9 7.36 78% 8.90 1.84

EvoNAS-TL (selective) SS 99.2 98.6 7.55 78% 11.33 1.09
SS + LE 99.9 98.7 5.13 85% 8.01 1.66

TABLE IV
EXPERIMENTAL RESULTS OF TRANSFERRING BETWEEN DOMAINS IN THE OFFICE-31 DATASET, INCLUDING THE AVERAGE TEST ACCURACY AND

AVERAGE MODEL SIZE (MILLIONS OF PARAMETERS). BOLDFACE DENOTES THE BETTER OF SS AND SS+LE RESULTS.

Method Test Accuracy (%) Avg. acc. Avg. size
A→D A→W D→A D→W W→A W→D (%) (×106)

Fine-tune [5] 59.1 92.8 78.3 85.8 75.1 68.1 76.5 33.7
Fine-tune + prune [24] 67.5 82.7 72.3 83.8 65.4 58.5 71.7 23.5

FADA (VGG-16) [63] 88.2 88.1 68.1 96.4 71.1 97.5 84.9 15.4
CCSA (VGG-16) [13] 89.0 88.2 71.8 96.4 72.1 97.6 85.8 15.4
d-SNE (VGG-16) [14] 91.4 90.1 71.1 97.1 71.7 97.5 86.5 15.4
DAGE-LDA (VGG-16) [59] 85.9 88.7 66.2 97.9 64.2 99.5 83.6 15.4

EvoNAS-TL (sequential) SS 89.6 93.8 79.1 94.1 77.7 83.8 86.4 15.2
SS + LE 66.3 82.8 74.9 81.6 74.5 61.9 73.7 12.8

EvoNAS-TL (selective) SS 77.6 95.3 77.3 90.9 77.0 83.8 83.7 18.4
SS + LE 64.1 80.3 75.2 81.2 71.6 68.8 73.5 14.5

error selection in local enhancement.

Figure 6 further depicts examples of resultant models from
EvoNAS-TL. The generated models using selective represen-
tation reflect that EvoNAS-TL tends to discard the last few
convolutional layers. Additionally, the models using sequential
representation tend to remove only a few layers. These tenden-
cies are in line with the idea that the layers close to the input
can catch low-level features and the layers close to the output
act as high-level feature constructors as well as classifiers.
On the other hand, extended from sequential representation,
selective representation can remove arbitrary convolutional
layers and fix the parameters of arbitrary convolutional layers.
This extension allows EvoNAS-TL to flexibly manipulate the
architecture of the source model and generate the models

in an efficient model size. Although selective representation
can fix the parameters of arbitrary convolutional layers, the
experimental results show that EvoNAS-TL rarely opted to do
so.

In short, EvoNAS-TL can automatically search for suitable
subnetworks of the source model in transfer learning tasks.
The two representations showed no significant difference in
improving the prediction accuracy. However, selective repre-
sentation was more effective in reducing the model size for
the CIFAR-10 and NEU datasets, whereas sequential repre-
sentation is easier to implement. For applications seeking high
classification performance, applying minimal-error selection to
both stages gives satisfactory results. For applications pursuing
a compact model with acceptable classification performance,
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applying the knee selection to structure search and minimal-
error selection to local enhancement yields remarkable results
in terms of both classification performance and model size.

V. CONCLUSIONS

Transfer learning has been used extensively to enhance deep
learning models for learning from low-resource tasks. Despite
many successful applications, one notable concern about trans-
fer learning is the potential inefficiency of neural architecture,
as the transfer techniques focus on tuning parameters for
the target task but seldom modify the neural architecture
of the source model. This issue impedes those real-world
applications with a limitation on model size or inference
latency, such as automatic optical inspection in manufacturing.
This study proposes EvoNAS-TL, a two-stage bi-objective
evolutionary system that performs structure search followed
by local enhancement for transfer learning tasks. The structure
search manipulates the source model over the structure by
layer as a coarse-grained architectural search, while the local
enhancement attempts to remove unfavored filters and neurons
as fine-grained architectural optimization. For structure search,
we propose two representations that encode different levels of
structural information.

The performance of EvoNAS-TL was examined and com-
pared with three baseline methods and state-of-the-art methods
over three transfer learning scenarios. The experimental results
showed that, by automatically tailoring neural architecture for
the target tasks, the proposed EvoNAS-TL improved classifi-
cation performance and significantly reduced the model size.
Using the minimal-error selection in both stages, EvoNAS-TL
improved the testing accuracy by 6.9% in transferring to the
CIFAR-10 dataset and 0.7% in transferring to the NEU dataset;
meanwhile, it removed 52% to 85% of the parameters from the
source model. This strategy benefits applications that seek high
classification performance. Moreover, by selecting the knee
model in structure search and the minimal-error model in local
enhancement, EvoNAS-TL can strike a balance between test
accuracy and model size. On the Office-31 dataset, EvoNAS-
TL achieved average accuracy and model size comparable to or
better than state-of-the-art domain adaptation methods. These
satisfactory outcomes validate that the proposed EvoNAS-
TL, which aims to optimize neural architecture in transfer
learning tasks, shows promise in advancing the effectiveness
and efficiency of the transferred models.
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Fig. 5. Example of APFs generated by EvoNAS-TL using sequential representation in the case of transferring from ImageNet to the CIFAR-10 dataset.

(a) A resultant model of transferring from ImageNet to the CIFAR-10 dataset using sequential representation in SS.

(b) A resultant model of transferring from ImageNet to the NEU dataset using sequential representation in SS.

(c) A resultant model of transferring from ImageNet to the CIFAR-10 dataset using selective representation in SS.

(d) A resultant model of transferring from ImageNet to the NEU dataset using selective representation in SS.

Fig. 6. Example models produced by EvoNAS-TL with minimal-error selection applied to both stages.
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TABLE V
PERFORMANCE OF EVONAS-TL USING THREE DIFFERENT STRATEGIES IN STRUCTURE SEARCH AND LOCAL ENHANCEMENT IN TRANSFERRING FROM

IMAGENET TO CIFAR-10. THE PAIRWISE VALUES OF EACH CELL INDICATE TESTING ACCURACY IN PERCENTAGE AND REDUCTION PERCENTAGE OF THE
NUMBER OF PARAMETERS, RESPECTIVELY.

SS (sequential representation) SS (selective representation)

min_err knee min_par min_err knee min_par
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