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Abstract 
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Based on Google's MNIST for ML (Machine Learning) 

beginners, I introduce a basic knowledge (abc) of Supervised 

ML (an important part of Artificial Intelligence) from the 

perspective of algorithm, big data, and coding. The audience 

can acquire some fundamentals of SML in one hour that 

include mathematical properties of Learning, algorithmic 

approaches to deal with Big Data, and a glimpse of Python 

Coding in AI. It is hoped that one can briefly understand the 

Python code given in the talk and run it successfully in one 

day. This may help one to ponder whether one should spend 

her or his life to pursue AI. MNIST is a database of 

handwritten digits created  by Yann LeCun, a pioneer in 

modern AI, and is short for Mixed National Institute of 

Standards and Technology. 



Visit my Webpage 
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Planning and Learning 

Planning : y = f(x) = ax2 + bx + c,   f  : known 
                  x : input, y : output, a, b, c : known 
                  x, y : variables              

Learning : y = f(x) = ax2 + bx + c,    f  : unknown 
                   x : input, y : output, a, b, c : unknown 
Learn a, b, c (regression parameters)   
# of parameters : 1,000,000,000,000    

F = ma  f(x, t)  

y = wx + b  f(x, t)  
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A I 

from UCL Course on RL, David Silver  7 

聽說讀寫食衣住行育樂醫金…,  a²bc. 



Google TensorFlow MNIST for  
ML Beginners 

MNIST : Mixed National Institute of Standards 
and Technology database (training: 55,000 images; 
testing: 10,000; validating: 5,000) by Yann LeCun  

input x = algorithm  

y = wx + b  
output y = 5 

70,000 x data points;  10 y labels: 0, 1, 2, …, 9 

x = 784 pixels (intensities) x a vector in [0,1] 784 

y a one-hot vector in {0,1} 10 w a matrix in R 10 × 784 

big data 10 × 784 enough? 100 × 10 × 784? 

big W Deep Learning scalar, vector, matrix, tensor 
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Algorithm 1: y = Wx + b  

What is W (learned parameter)? 
What do you want to learn? 
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TensorFlow MNIST Code 

x vector in [0,1] 784 

W matrix in R 10 × 784 

y = Wx + b  y in {0,1} 10 
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from TensorFlow and Deep Learning, Martin Gorner 11 

100x10=100x784.784x10+1x10 
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L: 100x10=100x784.784x10+1x10 

https://www.google.com.tw/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwj_lvvv16nYAhWGGpQKHXyUCTYQjRwIBw&url=https%3A%2F%2Fwww.quora.com%2FHow-does-softmax-function-work-in-AI-field&psig=AOvVaw0zT-6W1peERYCW1b8RQMcf&ust=1514446735261193


13 



14 

Learning Rate (Hyperparameter) = Stepping Length = 0.5  



Optimization (Gradient Descent) 
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How to Differentiate Entropy (Error)? 
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Deep Learning 
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Chain Rule 



Forward Propagation 



Backward Propagation 
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Backward Propagation (Hooray!) 

Backward 

n = 2,  m=1  

Backward : Forward = m : n = 1 : 2 = 1s : 2s 

Algorithm 1: y = Wx + b  n = 7850,  m=10  

Backward : Forward = 1 : 7850 = 1s : 13m 

Backward : Forward  = 1s : 31710 years 



Run the Code (Algorithm) 
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Coding! Coding! Coding! 
Variable, Function y = f(x): Declare, Define, Call  
Python is OOP: Class, Object  

Declare x, Function Call: placehoder()  

Class: tensorflow, Declare Object tf     

Declare and Define W 

Declare y using nn, softmax(), matmul() 

feed_dict: python dictionary maps from tf. placeholder vars to data  

Declare Object sess 

Call run() in sess 

for loop 

Declare and Define 
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Thank You  


