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In mathematical modeling, statistical modeling and experimental 
sciences, the values of dependent variables depend on the values 
of independent variables. The dependent variables represent the 
output or outcome whose variation is being studied. The independent 
variables, also known in a statistical context as regressors, represent 
inputs or causes, that is, potential reasons for variation. Depending on 
the context, an independent variable is sometimes called a "predictor 
variable", regressor, covariate, "controlled variable", "manipulated 
variable", "explanatory variable", exposure variable (see reliability 
theory), "risk factor" (see medical statistics), "feature" (in machine 
learning and pattern recognition) or "input variable." 
---- Wikipedia 

https://en.wikipedia.org/wiki/Mathematical_modeling
https://en.wikipedia.org/wiki/Statistical_model
https://en.wikipedia.org/wiki/Experimental_science
https://en.wikipedia.org/wiki/Experimental_science


台大李宏毅 



Feature Scaling 做法： 

對於第 i 個維度的每一筆 

data  

都減掉該維度的 mean  

再除以該維度的 

standard deviation 






















