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Jacobi’s method is the easiest iterative method for solving a system of
linear equations

Apnanz = b (3.1)

For any equation, the i equation
N
Zaij:vj = bz (32)
j=1

we solve for the value x; while assuming that the other entries of o
(71, 29,23, -+ ,xy)! remain fixed and hence we obtain

N
j=1
J#

This suggests an iterative method by

N
k k—1
j=1
J#
where :cl(-k) means the value of k' iteration for unknown z; with k =
—~(0
1,2,3,---, and 93( )is an initial guess vector, e.g., we can guess that

2 =(0,0,0,---,0)7 (3.5)

This is so called Jacobi’s method. Note that the order in which the equa-
tions are examined is irrelevant.
Example 3.1. Consider the system

i as
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The solution is = = (z1, 2)T = (1,1)7.
Jacobi’s Iteration: Let the initial guess be x&o) = :cgo) =0.

k = 1, 3$1+2l’2:5
o) =(5-22)/3=(5-2-0)/3=2
$1—|—5$2:6

) = (6—ai)/5=(6-0)/5=¢
ko= 2, l‘§2):(5—21‘§))/3:(5—2.g/3:}_2

i) = (6-a2(")/5=(6-3)/5= 4
b= o =(-2u)s=6-2B)3=4

o = (6 —2)/5 = (6 - )5 = &

Table 3.1. Jacobi’s Iteration

FJ0[1]2 ]3] |

:cﬁ’“) 0 % % % o1

:cé’“ 0 g % Z_Z o1

(;n?), 9353)> = (%, %) is an approximation of the exact solution (z1,xs) =
(1,1).

Jacobi’s method is highly parallel.

In matrix form, Jacobi’s method can be expressed as

e oz VD, k=1,23---  (37)

where A = D+ L+ U. Here D, L, and U are the diagonal, the strictly
lower-triangular, and the strictly upper-triangular parts of A, respectively.
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Example 3.2.

3 2
=[]
_[30], [oo0],[o>2
~ 105 10 00
— D+L+U (3.8)
pz" = —@+z¥ 4 (3.9)
30721  [o 0]]=2” Lo -2 20
05 9351) a -10 9350) 0 0 9350)
5
+l6} (3.10)

In general, any iterative method can be expressed as

VBV k=123, (3.11)

Hence, for JM, we have
B=-DNL+U),c=D"b (3.12)

Algorithm JM: Jacobi’s Method Solve Az = b.

Input: N: Number of unknowns and equations; a;;: Entries of A, ¢,j =
1---N; b;: Entries of b,7=1---N; TOL: Error Tolerance.

(k)

). Entries of = (approximate solution) or Error Message.

7

Output: =

Step 1. Choose an arbitrary initial guess E(O) = <x§0)7 e xg\?))T to the
solution z.

Step 2. For k =1,2,3-- | kmax

Step 3. For:=1,2,--- N

Step 4. sum = 0 (sum represents a summation » )
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Step 5. Forj=1,2,---,i—1,i+1,--- N

Step 6. sum = sum +aijx§k’1)
Step 7. End j loop

Step 8. 2 = (b~ sum)/ay
Step 9. End 7 loop

Step 10. 2 = (29 ... L0y

—~(k —(k—
Step 11. If HT( )Hoo < TOL = 107% then Stop otherwise Set zoY 2

E(k)and Go To Step 2.
Step 12. End £ loop

Step 13. Error: Not convergent with the max number of iterations k., and

TOL.
=) = . .
r & r: An approximate solution.
~(k N T
7’( - Ax(li I b : Residual vector.
E7 =1 ||o :== max |7’§k)|: Residual error in maximum norm.

1<i<N

Project 3.1. Consider Example 3.1 and implement the JM.

Input: N =2, A, b, kyax , TOL (write the input in the program).

xgk) xgk)

| = O

Output:

kmax

Project 3.2. Consider the 1D Poisson Problem (1.1) (with f(x) =2, gp =
0, and gy = 0) and implement the methods FDM and JM.

Input: N, A, b, kpax , TOL (write the input in the program).
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Output:

Summary: Methods for Az = g
1. Direct Methods: GE etc.
2. Iterative Methods:
(A) Stationary Iterative Methods
Neither B nor ¢ depend upon the iteration count & in (3.11).
Eg: JM, Gauss-Seidel Method (GS),
Successive Overrelaxation (SOR) Method,
Symmetric SOR (SSOR) Method
(B) Nonstationary Iterative Method

Eg: Conjugate Gradient (CG) Method
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