Estimation of 11, vy, , pj, and Py,

Estimation of i, v, pr and P

Ching-Kang Ing

Institute of Statistics, National Tsing Hua University, Hsinchu, Taiwan



Estimation of 11, vy, , pj, and Py,

@ Estimation of 1
9 Estimation of ~y
© Estimation of py,
@ Estimation of Py

Q CLT for Z



Estimation of 1, vy, , pj, and Py,

Estimation of 4

Estimation of u

Having observed 71, ..., Z,, how does one estimate u = E(Z;)?
Ans: Using Z = L 30" | Z,.

Question 2

Does Z possess desirable properties?

(i) Unbiasedness: E(Z) = u (easy to verify)
(ii) Consistency (i.e. for any € > 0, P(|Z — pu| > €) — 0, as n — 00)



Estimation of 1, v, pj, and Pp,

Estimation of 4

@ By Chebyshev's inequality, we only need to show that

Var(Z2) =  E(Z-p? (by the unbiasedness of Z)
=  E(Z? (WLOG, we may assume = 0)
why? I -
= n? DD v
i=1 j=1
TR i
="° " Z (—n>pt—>0,asn—>oo, (1)
t=—n+1

which is guaranteed by

pn — 0 as n — oco. (why?) 2)

@ In the following, we also call " consistency” as " convergence in probability”,
which is denoted by Z 255 pu.



Estimation of 1, vy, , pj, and Py,

Estimation of 4

Question 3

Can you give a more precise expression for Var(Z)?

@ By (1), we have
n—1 n—1
nVar(Z) = o
t=—n-+1 t=—n+1

@ If we assume

oo
Z |pe| < o0,

t=—00
then
n—1 0 1
Z pp 22 pt (why?) and —
t=—n+1 t=—0o0 "
As a result,

n—oo

lim nVar(Z) = 7o Z Pt

YDITRED SRS DI ) 3
Pt n Pt =" Pt n Pt-

t=—n+1
3)

n—1
> tpr =250 (why?).
t=1

(4)

t=—o00



Estimation of 1, vy, , pj, and Py,

Estimation of ~y,

Estimation of 4

How do we estimate v ?
Ans: Using 45 = £ 37/ °F(Z, = Z)(Zuy — 2).

Question 5

Does 4 2= v, hold? (A big question!!)

We will analyze this question through several steps.
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Estimation of 1, vy, , pj, and Py,

Estimation of p,

o Define 4, = 2 30 (Z, — 1) (Zoyr — 11). We will first show that

Ak — Ak 25 0.

@ To see this, we express 4, as

%i(Zt—quu—Z)(ZHk—quu—Z)
— 5 n—k 7\2
$ IS gy BT s ()

@ By an argument similar to that used to prove Z 2= L, we have

n—k n—=k
1 ) 1 :
- E (Zyow —p) 250 and - g (Z; — ) 2 0.

t=1 t=1

Consequently, Y — 3 —> 0 follows.



Estimation of 1, vy, , pj, and Py,

Estimation of vy,
Step 2

o We will show that 7 2= 4. The proof of this result is more involved.
v v

@ We can again assume p = 0. Then,

5 —lnz_f(ZZ ) el
Yk %—nt:1 tLt+k — Vk o

@ Since k% — 0, we only need to show that

n—k
1 7.
n—=k E (ZtZt+k - ’Yk) 25 0. (6)
t=1



Estimation of 1, vy, , pj, and Py,

Estimation of ~y,

@ Define

Yek = ZeZppk — Y6 and  Vip = E(YeuYetik),

noting that y, j is second-order weakly stationary (covariance stationary) if
we assume {Z;} is "fourth-order weakly stationary”.

Recall

{Z;} is called gth-order, ¢ > 2, weakly stationary if E(Z;) = p for all ¢, and for
any ti,...,ty and k,

B((Ze, — )+ (Ze, — 1)) = Bl Zurai — )+ (Zeyk — )]

@ In fact, it can shown that
‘/i7k = V—i,k for i = 07 1, 2, ey (Why?) (7)

if {Z:} is fourth-order stationary, which will be assumed in the rest of the
proof of (6).



Estimation of 1,

Estimation of ~

@ Define N =n — k. Then,

2
VAVASENES ’Vk))
7,k

Vi_ (Since yy 1 is covariance stationary)

233!

1 t
=N <1|N|)Vt7k%O,asn%oo, (8)
t=—N+1
provided
Voe = 0, as n — oo. (why?) (9)

@ By (9) and Chebyshev's inequality, we obtain (6).
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Estimation of ~y,

Since 4x — Ax — 0 and 4 — v == 0, it follows that

Ak — Yk 2= 0. (or, equivalently, 45 =5 i)

When {Z,} is a Gaussian process, we obtain by Isserlis’'s Theorem that

Vok = E(ZiZynZiinZiinsk) — Vi
= E(ZZisi)E(ZiinZiinik) + E(Z1Z4in) E(Zegk Ztynri)
+E(Z: Zyynik) E(Ze4kZi4n) — Th
= Y2+ YntkVn—k>

and hence a sufficient condition for (9) to hold (under Gaussianity) is

Yn — 0 as n — oo. (why?) (This condition is equivalent to (2).) (10)
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Estimation of 1,

Estimation of ~

Question 6

Can you give a more precise expression for the mean squared error E (%5, — i )??

e Note that since E(3%) # Vi, E(3x — Y&)? # Var(4x). However, we should
also note that the difference between E(4) — vx)? and Var(9x) is "small”.

@ In the following, | will show that
Bartlett's formula :  E{n(3x — v1)?} ——> Z (V2 + yeawver), (11)
t=—00
provided {Z;} is Gaussian.
@ Note first that
nEf — ) = nE@k — 3k + Tk — )’
= n{E( —%)* + E(i — %) + 2E[(% — ) (% — )]}



Estimation of 1,

Estimation of ~

e By (3) and (5), it is not difficult to show that

nE(¥r —Ax)* = 0 as n — oc. (12)
o If we can prove (Here, we have implicitly assumed that ;> ~7 < 0c.)
(oo}
Jim nE(Yx — W)=Y (% + ki), (13)
t=—o0

then (11) follows from (12), (13) and the Cauchy-Schwarz inequality. (why?)
@ To show (13), note first that

2

1 N 2 | ok k2o
Eln(—w)’] = —F <Z yt,k) — 2k E (n Z%k) + =
t=1 t=1

N 2
N 1 k22
= —FE|— § — 14
n N (t_lyt’k> + n (14)
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Estimation of 1,

Estimation of ~

@ By (7) and (8), it follows that

1 N 2 N-1 o N1 0o
() = X v 2w 3 o
t=1 t=—N+1 t=1 t=—00
provided
> [Vekl <oo. (16)
t=—o0
@ By Isserlis’s Theorem,
> why? >
D Ve =20 ) (F + vk vien)- (17)

t=—o00 t=—o0
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Estimation of 1, vy, , pj, and Py,

Estimation of ~y,

@ Moreover, (16) is ensured by

> 47 <oo. (why?) (18)

t=—00
o Consequently, (13) follows from (14), (15), (17), provided (18) holds true.

In fact, it can be shown that

o0

nh~>nc}o nVar(qx) = Z (%2 + VetkVi—k),
t=—0o0

under the same assumptions.
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Estimation of 1, vy, , pj, and Py,

Estimation of py,

Estimation of p;

How to estimate pj?

— I

Ans: Using pr = 3o

Question 8

Does py EAAN Pk’

Ans: Yes. (since 45 “— vx and 40 > 7o)
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Estimation of 1, vy, , pj, and Py,

Estimation of

Question 9

How to derive Bartlett's formula for lim,,_, -, nVar(px)?

@ Note first that

oo

nll_{TOlo nCov (i, Yrt5) = tz (VY5 + Verj+kTe—t),
=—00

whose proof is sketched as follows.

@ Straightforward calculations yield

nCov (i, Yr+5)
= nE[(Yr — ) ks — Ve+i)] = nEFk — 1) E(Grrs — Vets)
= nE[(% — ) rtj — Yet)] + o(1).

17 /35



Estimation of 1,

Estimation of p

Moreover,

)P
)@
)|
)@

nE[(k — 6) (Yr+j — Ve+5)] = nE[(Ye — V) Grets — TVr+s
+nE[(e — V) Vrts — Vots
+nE[(Yk — k) Votj — Vh+s
+nE[(e — k) Vrts — Vots

©: B[R — ) Grrs — o) 2 0

@: by the Cauchy-Schwarz Inequality,

nE[(Fk — Vi) Trtj — Yots)] < n\/E(% — )2 E(Vktj — Vh45)? = 0

®: — 0 (similar to )
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Estimation of ©

Estimation of

@: 1 n—kn—k—j
nE[(k = 6) (Ve45 — Ve+5)] E > (ZiZivk — W) ZiZivkrs — 'Yk+j):|
t=1 i=1
1 n n
~ EE ZZ(ZtZt+k —¥)(ZiZivktj — 'Yk+j):|
t=1 i=1
n—1
1
= (n — [t[)me,
t=—n+1
where
e = El(ZiZivk — ) (Zitt Zivernrs — Vors)]
= E(ZiZiswZist Zigtskti) — VeVots
= YeVt+j + VeritkVe—t, (assuming Gaussianity)
implying that
n—1 1 n—1
Jim nE[(Yk =) (Werg — werg)] = lim S om- - > ftlme
t=—n+1 t=—n+1

o0
= D Vs Yeri TRt

t=—o0
19/35



Estimation of 1, v, pj, and Pp,

Estimation of

@ Thus, we have

o0
def

Jim nCov(Yk, r+5) = TZ (VeVe4g T Vej+hVo—t) = Ukt
=—c0

which is Bartlett's formula for the covariance of 4;, and j4;.

o Now, write pg = "k = f(%0,4x). By Taylor's expansion, one has

e, (81”(70,%) 8f('7077k)> (% —70) .

Yoo Y0 o O Ak — Tk
@ Therefore,
A 1 o — Vo)
n — ~ —(—pr, Dv/n | .
Vn(pe — pr) ’Yo( Pk )\f('}/k P

yielding

~ 1 Upo  Uok —Pk
Var(pp) ~ = (—pg, 1 .
V(i) ~ (- )(u ok (1



Estimation of 1, v, pj, and Pp,

Estimation of

@ Straightforward algebraic manipulations yield
o0
lim nVar(pe) = Y (07 + prerpi—k — 40xptprrk + 20707).

n—00
t=—00

@ In fact, it can be shown that
Yo — Y0 0 Ugg - Uok
vn : SN,
Ve — Yk 0 Ugo - Ukk
This and Taylor's expansion give

R d S
Vn(pr = pr) = N (07 Z (07 + Prakpe—k — Aprpiprsk + 2Piﬂf)) :

t=—o0



Estimation of 1, v, pj, and Pp,

Estimation of

Question 10
How to construct a test of the null hypothesis:

H02p1:p2:~-~20 VS H]_ZNHO

at the asymptotic 0.05 significance level?

By Bartlett's formula for py, k >1,

\/ﬁ[)k i> N(07 1)3
provided Hy holds true. Therefore, the testing rule:

1.
Reject Hy if |p| > %

has an asymptotic 0.05 significance level, i.e.:

1.
Py, <|;3k| > \/95> — 0.05 as n — oo.



Estimation of 1

Question 11
How to construct a test of the null hypothesis:

Ho:ppx =px+1=---=0 vs H;:~Hy
at the asymptotic 0.05 significance level?
e By Bartlett’s formula for pg, k >1,
k—1
Vi % N <o, > p?) :
i=—k+1

provided Hy holds true.

@ Moreover, since p; 0, p; for all i, the testing rule:

Reject Hy if |pg| > 1.96

has an asymptotic 0.05 significant level.
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Estimation of Py,

Estimation of P

How to estimate P?

o Consider the following alignment of data:

Zky1— 2 Zy—2Z - Zo—Z 71— Z
Zn— 2 Inr—2 - Zyps1— 2 Zn_y— 7
o Define 8= (X'X) ' X'w, n = (X'X) ' X'y, w= X3, and § = Xn.

@ We have two estimators,

pél)z(w—ﬁf)'(y—ﬁ) g PO _
|[w—w|lly — 9l

where || - || denotes the Euclidean norm.



Estimation of 1, vy, , pj, and Py,
Estimation of Py,

Question 13
Does P,Ei) 2y P2 (i=1,2)

Yes! This is sketched as follows.
(i) %(w -w)'(y—9) £ Cov[(Zi — Zt), (Zirk — Zirs)]
(ii) %Hw —w||? Rk Var(Z; — Zt)
(i) +ly —gl1* = Var(Zipx — Zers)
e WLOG, assume Z = 0. Then,
y-Xn=y-X(X'X)"'X'y=(I—- M)y,
and

w—XB=w-X(X'X)"'X'w=(I- Mw.

o It is easy to see that M2 = M and M' = M.



Estimation of 1, v, pj, and Pp,

Estimation of

Sw-b)(y-9) = 'y w/My]
~ A —nT'w' X (T X' X) I Xy
8l
~ A= et )R |
Yr—1
!
2 e = (Yot - )R :
Ve—1
aq
= Y= (Ve-1,---,m)
Qp—1

wm/ ?

Cov[(Zs — Z4), (Ziar — Zean)),

where & = (a1, ...,ag_1)" is the minimizer of E(Z; 1y — Z,H_k)Q.

26
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Estimation of 1, v, pj, and Pp,

Estimation of Py,

@ Similarly,

1 ~ 112 1 /

—|Jw — || = —w{I-Mmw

n n
= nltww-ntw X' X' X) T X w
e (ke 7Y it Y
= Var(Z, - Z,)=C,

and

1 . ~
ﬁ”y —9|1* = Var(Zin — Zisr) = C.
@ Combining these facts yields that

P(l) . (’U) — ’Li])/(y — ’g) pr. COV(Zt+k — Zt+k7 Zt — Zt)
k B N (] ~ ~
||’UJ - ’LUH ||y - y” \/V&T(Zt+k — Z,H_k)\/Var(Zt — Zt)

:Pkf-



Estimation of 1, v, pj, and Pp,

Estimation of Py,

@ Recall that ¢, minimizes E(Z; 1, — ¢’ Z;1;_1(k))? over ¢ € R¥, where

Zyyp—1(k) = (Ziyk—1,-.., 7). Therefore, a natural estimate of ¢y, is
Pr1 ol
o=\ |=R|:
Pk Vi

@ It can be shown that

dgkk: y' (I — M)w _p
w' (I — M)w k

@ Moreover, since n!|w — w|? £ C and n~ 'y — 9|2 £ C,
O p 7y

Therefore, ]5,?) is also a consistent estimate of P.



Estimation of 1, v, pj, and Pp,
Estimation of Py,

Question 14

How to construct a test of the null hypothesis

HQZP1:P2='-~:O VS HliNHO

at the asymptotic 0.05 significance level?

We will show later in this semester that

Vi(dr — o) 5 N(O, I),
provided Hy holds, yielding

vnP® 4 N(0,1), k> 1.

Therefore, the testing rule:

. 1.96
Reject H if [P*)| > ==
Jn

has an asymptotic 0.05 significant level.
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Lcut for 2

CLT for Z

If {Z;} is a stationary process satisfying

Zy=p+ ijet—j7
j=0

indep. . , .
where €; "= (0,02). Moreover, assume that {e;} obeys Lindeberg’s condition and

S 20ty < oo.
j=1

Then, vVn(Z — p) 4, N(0, Z;‘;_oo ¥5)-



[ T—
LcLT for Z

Proof of Theorem

@ Without loss of generality, we assume that = 0. Then

Zb €t—j = Z by _yeq,

{=—o0
and

n 7

Z Z i—L€L
g=1L 17

z": 2”: bi—r€r
== =4V1
= = Z <Zb1 Z)Q‘f’Z(sz g>€g = (I) + (II).
Z*—oo

i=1

Sil-
- Sl

@ Note that 352, j/2|b;| < oo implies nl/23°%2 |b;| — 0 as n — co.



Estimation of 11, ~
Lcut for 2

Proof of Theorem

Since for any € > 0,

N
M:
s
4
=
(V)
A
3[R
Mz
M:
et
53
o~
5
=

1/2 o 1/2

IA
3|9
M:
M:

IA
3|9
/\
M:
'MO —
?
L
N
I
ql\?
—
-
M:
NE
F
~
[ V]

i=1 L= i=1 k=1

1 & 1 n oo 2
< o2 Z¢|b|+— STkl + v > bl

\/> \/ﬁizen-ﬁ-l i=n+1

2

fZZl/QIbH Z i21bi| +0(1) |

i=en+1

it holds that Var((I)) e 0, and hence (I) =

=

op(1) follows from Chebyshev's inequality.
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Lcut for 2

Proof of Theorem

@ Note that

1
—en(bo) + €n—1(bo +b1) +---+e1(bo+ -+ bp-1)]

f
Z % ; €iRin := (III) + (IV),

)

where S = Z;’io bi and Rin = Z?in—H—I bj.
2
,1/2 1/22“7 |>

(i =

@ Since (III) LN N(0,5%02) and

Var(Iv)) < Z i(

»

s
“MS
I

=i

2
> bl =—
—i+1 w

j=n

[l
3|9
Mz
A

s
Il
=

< —

n—)oo

s|Q

s
I
—

where C is a constant, the proof is completed by S202 = 2;’;7007]- and Slutsky’s

theorem. 33/35



Estimation of
Lcut for 2

If Z‘;‘;l §/2|b;| < oo is replaced with Z]"il |bj| < oo, then the above theorem still holds.
@ To see this, we recall that

n S n 1 n
;Z Z (Z bi_g> €0 + NG ;e v ;EZRM = (I) + (1) + (IV),

2——00 =1

where S =377, b;, Rip = 3572, ;41 bj, and (III) LN N0, 3252 o 5)-
@ Now it suffices to show that Var((I)) = o(1) and Var((IV)) = o(1).

@ Since 3572 [bj| — 0 as n — oo, we have

»

1=1¢=0 1=1j=i+14=0 1=1 \j=t

2
Var() € T3S 0 4 23 Y S el = 2 Y (Zbﬂ) = o(1).

2
Similarly, Var((IV)) < o2n~1 27, ( e |bj|) = o(1).

34 /35



Estimation of 1
Lcut for 2

Now | will show that

as ¢p, — 0o and ¢, = o(nl/z). Note first that

Ln oo 2 oo
A= D0 wul < DD Wimwl+2 Do =)+ (VD).
j=—tn j=—o0 j=—4n j=Lln+1

Moreover, since E[(y/1(9; —7;))?] < C where C is some constant, we have
2% Ln
E((V) = Z@ Bly; — ] < Z@ [B((B5 —)*NV? < On™ V22 +1) — 0,
Jj=—tn Jj=—tn
and thus (V) = o,(1) is obtained by Markov's inequality. Furthermore,

[e’s} [e3] [e9]

(VD) <252 Z Zlb Hbsﬂ\—QUQZ\bs ST Ibersl €207 T bs| > lbjl —2.0,

j=Ln+15=0 j=ln+1 s=0 j=Ln+1

provided ijojl/z\bj\ < 0. Hence

PRV D
Z+
7

is an asymptotic 100(1 — )% confidence interval for p.
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