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The Australian red wine sales, Jan.1980-Oct.1991
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The results of All-star baseball games, 1933-1995
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1: the National League won
—1: the American League won
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The simulated values of series

X; =cos(t) + Ny, t=0.1,0.2,...,20,

where {IV;} is a sequence of independent normal random variables, with mean 0
and variance 0.25.
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(i) A8 8" R
11

y=a+e, t=1,...,n, (1)

€ = aegi—1 + 0y, (2)
HF |a| < 1> {6} A% 5 B F 5 69 15 #4580 2

E((St) = O&O’g = Var(5t) = E((Stz) < 00 °

A A (2) 4k #% B £% % (stationary) — % B &, $ (first-order autoregressive, AR(1))#
> 6y & AR(L) F 8 REAR TR > 4T A A4 (1) P EEN" &5 3y



Time Series
- Introduction

2
o THM E(e;) = 0H Var(e;) = 052 il i - > O’O

1
**29M@’,E!'%:L/\;Lw:—§ji4«;é ' B
o 5 (2)M# | $vL & DY t o

i=1
1o ’ 1\
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(ii) HAFREL

o AMAL)A(2)T » &(2)#%#2% > B & MK AR TAER y,, 1 o SLBF > FABG
#%(mean squared prediction error, MSPE) 5 :

2
1 — . o2
A2y _ 2 05
E((ynt1 —a)") =F <€n+1 T ;€2> 736 e = 1— a2
o HMAE KB —MBTARH X §p 41 > FEIEE
E((yn+1 = Gnt1)?) — 05 ° (3)

n— o0

o efTiE 5](3)7
%1@3}:—*? MR (@, a) 5>, (g — a) —a(y—1 — @))? & e
B fgr = &+ iy — &) o EFITERA E((gr — Gu1)?) — o

o FE L (1)Tik#A regression model with time series error > &K % i 4985 M
FHERZ — o
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165 W W5 91 (GRS R R)
(X, ) ot BoAs s eonk BB 5] > 4o AT AT 69 3 £ K -

EXy)=p «— %
Cov(Xppn, Xp) = 1 — Rk AMEE
& ¥ M 5 21 6945 21k (a brief review)

(1) 1920 X : X; = acos(wt) + Bsin(wt) + 0, t =1,2,. ..
(2) Yule(1927) A Walker(1931) :

Xe=a1Xe1+--+apXi—p+06; <— M. Pourahmadi (2001)
A2 A" monumental achievement”
(3) Wold 4-#(1938) :

# random disturbances, d;, # A& R A& FAER B B 77 > S PUHERT— BT 49
B B 5 B AR ST - AR R AT A 8k O, a9 8t 404 B — 1814y % (deterministic) @42 o
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B M52 a9 42 24 (a brief review) (Cont.)

(4) Kolmogorov 1940 54X, :

5T B MK (time domain) & #83% 3%, (frequency domain) B #9 Fl %

M (isomorphism) ; it A 383 % & & # (spectral density) & &R FABR 7 £ o
(5) Wiener ZMasani(1958) :

#4207 B AT EF B 5T R A8 X agus B SR AL 0 TREP

X = Z apXi—k + 0
k=1
8 F AR o
(6) Akaike(1974) :
VA B FE 3k R R B S FAE A o
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First-Order Autoregressive Process (5 = —0.7)
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X(t) (observation)
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